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ABSTRACT
Studies show that lowost carriers have gained 15.2% market shares and enplanement has
increased by 38% over a period of ten years following their emergence. Whereas flight
frequency and load factor are directtyih uenced by airlinetsnéandey f a
fleet capacity, they on the other hand directly influence other airline market parameters. This
proposes a mediation possibility. However, the influence ofturnme on carri er sdé r
fleet apacity on enplanement, mediating flight frequency and load factor on the relationships,
and the effect of lovcost carrier in Kenya were still unknown. There had been a substantial
body of research investigating the effect of {omst carriers on the avian industry in
developed countries but not in Kenya. The purpose of this study, therefore, was to analyze the
effect of mediating route characteristics on the relationship betweert low t carriers.
factors and the airline performance for the per@@d7 i 2012 in Kenya; which was
characterised with steady growth. The specific objectives of the study were to: determine the
effectofturnt i me on carriersdé mar ket share, fleet c:
route characteristics as a m&dir on the relationship betweenlemo st carri er so key
airline performance. The study was anchored on the theory of enhancement of vessel capacity
utilisation; from which a conceptual framework was developed, taking independent variable as
low-cost carriersd key factors, dependent varia
as route characteristics. Time series correlations| design was used to capture the changes in the
variables over the period. The study was carried out in Ketyaly population comprised two
low-cost carriers whose time series secondary data over 72 months period were analyzed.
Sources of secondary data were aircraft log books on which documents review was carried out.
Panel unit root tests show all variables fnst-order stationary except tutime and load factor
that are zer@rder stationary; implying direct association of the variables would yield-glort
equillibrium relationships. Panel cointegration tests revealed the series are cointegrated; meaning
cointegrating regressions would result in lemg equillibrium relationships. Path regression
analyses were used to track the influence of the mediating route characteristics, and findings
show the effect of tusime oncar ri er 6 s mad0.Rde p= 0900aR2e=36(4%); =
implyingturnt i me signi ficantly predicts carrierods m
= 35.41, p = 0.000, R2 = 78.25%); meaning fleet capacity significantly predicts enplanement,
mediatng flight frequency ontush i me and carri er 0 Sudired0.M,ept s har
0.000); implying flight frequency significantly mediates tirn me and carri er 6s
relation, and mediating load factor on fleet capaeitplanement relato nNingireft $5.82, p=
0.001); meaning load factor significantly mediates fleet capacity and enplanement relation. Study
concludestust i me has significant negative effect ol
significant positive effect on ergohiement, flight frequency partially and significantly mediates
turnt i me and carrieros mar ket share relation
significantly mediates fleet capacity and enplanement relation by 16.44%. Study recommends:
adoption of #icient turn-around models, timely fleet capacity adjustments, increasing flight
frequency of flights during holidays and weehkds, stimulating leisure travel demand by
lowering fare to enhance load factor. These results may be significant to bothngeneand
airlines management in Fleet Size and Mix (FSM) policy formulations and scholars in forming a
basis for future research.
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OPERATIONAL DEFINITION OF TERMS

Carri er so0 Mbhe prapdrtiorsditherae passengers flown by the éost carriers for
the particular month of obsetion.

Enplanement The total number of passengers ferried by the airlines for the particular month of
observation.

Fleet Capacity: the product of the sector wide lewost carrier fleet number and the seating
density of the aircraft operated for the parar month of observation; this gives the
total number of seats of an airline.

Flight Frequency: The number of trips or scheduled flights operated by theclwst carriers for
the particular month of observation.

Load Factor: A ratio of unit costs to unyields. To calculate systemide load factor, divide
Revenue Passenger Miles (RPMs) by Available Seat Miles (ASM); For an individual
flight, divide the revenue passengers on board by the aircraft capacity.

Turn -time: the period between the time an aftparks at the gate till it can pull out again with
a new load of passengers and/or cargo. Before an airplane can make another trip,
there are a number of key tasks to be carried out: unloading and loading of
passengers and luggage, safety and securégks, catering, cleaning and a variety
of administrative tasks.

Available Seat Kilometer/Mile: One seat (empty or filled) flying one mile.

Airline Performance: As a dependent wvariabl e, this consi
enplanement.

Airline Market Parameters: These ardare, enplanement, market shares etc.

Cost per Available Seat Kilometer/Mile (CASK/M): Unit costs represent how much it costs to
fly one seat (empty or filled) ormile. To calculate unit costs, divide total operating
expensedy Total ASM capacity.

Domestic RoutesThis includes all routes within the Kenyan region.

Efficient Turn -around Time: The shortest period possible between the time the plane lands and
the time she takes off again.

Fleet Size:This refers to the seating migty of airplanes a lowost carrier is operating for the

particular month of observation.
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Hub-and-spoke System:Air service that starts from one airport to the other, and in which the
airline continue to organize for the passengers should a s/he wanhrnect or
continue to another destination.

Low-c 0 st Car r i er :sThis r&fers to suehcparanreters as the-tume and fleet
capacity.

Legacy Carriers: Also known as Full Service/Network/National carriers owned wholly or partly
by the Governmest

Low-cost Carriers: Privately owned airlines that offer scheduled services to passengers at lower
fares than the legacy carriers.

Low-cost Carrier Phenomenon: The ability of the low cost carrier to influence the airline
market parameters such as farglanement, market shares etc.

Low Fare: This is the average oneay ticket price as charged by an L@wst Carrier for the
particular month of observation.

Mediator: Route characteristics whose constructs are flight frequency and load factor.

Point-to-Point Service: Air service that starts from one airport to the other without an airline
involving itself should a passenger want to connect or continue to another
destination.

Revenue Passenger Kilometer/MileA paying passenger flying one mile creates an RE0Q.
passengers flying 500 miles generates 50,000 RPMs.

Revenue per Available Seat Kilometer/Mile: Revenue passenger mile (RPM) divide by
available seat mile (ASM), or uitiply load factor times yield to get the measure of
how much revenue we generate perement of capacity.

Route: An airway link connecting two cities

Route Characteristics: This is the mediating variable, a mechanism through which ectsw
carrier is expected to influence airline performance i.e flight frequency and load
factor.

Yield: Average fare per mileJo calculate system yield, divide passenger revenue by total
RPMs.
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CHAPTER ONE
INTRODUCTION

This chapter provides an overview of the background of the study, statement of the problem,
objectives of the study, research hypotheses, scope of the study, significance of the study, and

the conceptual framework.

1.1Background o the Study

Route characteristics refer to the airlineobs
(Styhre, 2010; Najda, 2003). On the other hand;dost carrier (LCC) is a discount airline that

is characterized with poitb-point network,pays employees below the industry average wage,
offers no frills service, low, simple and unrestricted fares, high frequencies, no interlining,
ticketless travel utilizing travel agents and call centers, sitigks, high density seating, no seat
assignrents, and no meals or free alcoholic drinks, single type aircraft with high utilization,
secondary or uncongested airports served with short aircraft turns, short sector length, and
competitive wages with profit sharing and high productivity (Rosenst&h3;2Chowdhury,
2007; 0O6Connell and Wi lliams, 2007).

The current study was anchored on the theory of enhancement of vessel capacity utilisation
which refers to the functional process of analysing strategies, identifying and combining
measures directed t@ands both capacity demand and capacity supply to facilitate an increased
utilisation with the aim of reducing transport cost per unit. According to Styhre (2010), the
processes are repeated with the aim of approaching a desirable level of vessel dilfsationu

and that there is no strict sequence of activities which may well be carried out in parallel.
However, Damuri and Anas (2006) and Mirza (2009), Wensveen (2011) and IATA (2015) report
that some of those processes influence one another. For exammmtime influences the
number of trips an airplane can make while fleet capacity reductions leads to significant
increases in carriersd6 |l oad factor in the mar
among some of these the variablesratber directional. The study therefore sought to establish
the internal connections between the ttinme, flight frequency and market share measures and

fleet capacity, load factor and enplanement measures.
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Empirically, findings on the effects of thewecost carrier (LCC) emergence on the aviation
industry have shown mixed results. On one hand, research has stressed that the emergence of low
cost carriers has had a profound impact in the aviation industry as seen in the works of

|l nt er Vi st a sinelladdWilkains (200r), Brael (2015), Mertenes and Vowles (2012),
Bhaskara (2014), Najda (2003), Manuela (2006), and Campisi, Costa, and Mancuso (2010). On
the other hand, in the markets such as Canada, North Atlantic routes and Netherlands, the low

cost carriers have been found not to have any impact (e.g. Lin, 2013; Wu, 2013; Mentzer, 2013).

Market share is the portion gercentage of total sales voluroé a market controlled by a
particular company or product @& brand ambin, 2007) The economicwell-being of a
business firm can often be summarized in terms of its market share. It is influenced by factors
such as price, advertising expenditures, retail availability, product characteristics, quality, speed
of service, ease of maintenance, and fgof distribution Govindarajan, 2015; Kotler and
Keller , 2012)

Turntime is the period between the time an aircraft parks at the gate till it can pull out again
with a new load of passengers and/or cargo. The significance e&round punctualitysi not

only to reduce delays, but to maintain the linkage and stability of aircraft rotations. Reducing
airplane turptimes enhances more efficient airplane utilization (Gok, 2014; Mirza, 2009) by
spreading fixed ownership costs over an increased nhumhepsfreducing costs per saatle

or per trip. A typical hukandspoke system requires longer timmes to allow for
synchronization between the feeder network and trunk routes unlike carriers that operate point
to-point service with simplified fleet stcture, fewer airplane types, and, thus, increased airplane
utilization (Kunze, Schultz, and Fricke, 2011; Mirza, 2009; Wu and Caves, 2004). More flights
mean more paying passengers and, ultimately, more revenue. Benefits of shotieresirare
significant for shorter average trip distances. In order to optimize airplane utilizationfgoint
point carriers operate with significantly faster ttimes at the gate. (Mirza, 200Brabelsiet al,
2013;Kunze, Schultz, and Fricke, 2011).

Several studieunze, Schultz, and Fricke, 2011; Trabelsal, 2013; Vidosavljevic and Tosic,
2010; Norin, 2008; Gok, 2014) have investigated about the models for therdumd

2



operations that would minimize delays, and consequently, costs. Bhaskara (2014), 0d&el (2

and O6Connel | and Williams (2007) employ desc
the lowc o st carriersod market share and resul ts
enplanement by 38% over 3 months and have gained 15.2% maeet & reported by

I nterVistas (2014) and O6Connel |l and Williams

The low-cost carriers have demonstrated short and quick aircraftatoumds, which is an
equivalent of speed of service, but without sufficient information on hosvhis helped them

acquire and maintain market share. Studies have only considered the nature of relationship
bet ween carriersodé mar ket s har dimemodelstha waild and
optimize aircraft utilization by minimizing delayas well as costs. Thus, the relation between

tunit i me and carriersédé mar ket share was stil]l u

Enplanement is the volume of traffic or the numbepa$sengergerried by an airline. It is

through thetransportation of these revenue passengers thairacarrier receives commercial
remuneration (Wu, 2015) According to Damur i and Anas (20
(2007), the entry of a lowost carrier into a market has had a market creation effect, where low

prices induced mortavelersinto using air transportation either for the first time and/or instead

of other modes, especially those in the shaul marketsBelobaba, Odoni, and Barnhart

(2009) expressed enplanement as a function of departure time, travel time, expected delay,
aircrafttype, in flight service, price, flight frequency, airport amenities of carrier, frequent flyer

plan attractiveness, distance, business travel between two cities, tourism appeal, carrier and flight

characteristics.

Fleet capacity refers to the seating dignef an airline. The optimal number and size of
equipment required depends on the level of travel demand that the carrier will cover (Tolliver

Nigro, 1999; Fu and Ishkhanov, 2004), distance (Pai, 2007), economies of scale in aircraft
operation (Boreinste, 2011), airport characteristics such as runway, and whethesguke or a
point-to-point network (Brueckner, 2004). Lewost carriers generally do not offer business class

seating, which takes up a lot of valuable space, and instead offer a denlgeclasgy seating
configuration (Rosenstein, 201 3; Campi si, Co s

2007). Equipment capacity has a significant impact on the number of equipment required; in

3



which case the larger the equipment, the higher the ave@gement productivity and the
smaller the required number of fleet. The optimal number of equipment required depends on the

level of travel demand that the carrier will cover (TollNigro, 1999).

Empirical evidence (Dresner, 2013; Mertens and Vow2€4,2; InterVistas, 2014; Bhaskara,
2014; Wu, 2013; Lin, 2013) show mixed results on the effect of-dast carriers on
enplanement in the airline market. Mertens and Vowles (2012) used a group of thiaesiow
carriers and their results show higher figgithan InterVistas (2014) and Bhaskara (2014) who
assessed the effect of only one lowst carrier. They all employ descriptive statistics in
analyzing their data and have related the changespianement witlihe lowfare offered by
these lowcost cariers. Both Lin (2013) and Wu (2013) use panel data and incorporate the low
cost carrier phenomenon, as one whole variable, in tregressionequations without
considering the specific key factors. They both find out thatdost carriers have no effeah

enplanement.

Low-cost carriers are characterized bgmogenous fleet capacity wittlense, single class

seating configuration. However, studies have endeavored to find out the impact that the
emergence of loveost carriers would have on enplanementdrnysaering thelowc o st car r i e
low-fare construct and the findings also show that the effect ofctmst/ carrier is not uniform

across countries. Consequently, there is still no sufficient information on how fleet capacity

relates to enplanement.

Flight frequency is the number of trips operated by an airline. It is a central attribute when
customers are determining mode choice (Styhre, 2010; Pai, 2007). Higher flight frequency of
flights raises the value of the product to the passenger and incredsedleads to higher

demand and finally higher prices (Boreinstein, 2011). As distance between the two end points
increases, aircraft size increases and flight frequency decreases (Pels and Rietveld, 2006). High
rates of fleet utilization are a major factorlow-c o st carri ersd6 business m
utilization is to shorten the time between one flight and another (Damuri and Anas, 2006) since
turntimes influence the number of trips an airplane can make in a given period of time. It also

facilitates a reduction in cost per transported unit thus allows airlines to operate aircraft more



efficiently and for longer utilization periodsM{rza, 2009. A market that has a high
concentration of business travelers might be served by smaller aircraftgseititer flight
frequency, while a market with a high concentration of leisure travelers might be serviced by
larger aircraft with lower flight frequency (Pai, 2007).

Several studies (Manuela, 2006; Najda, 2003nget al 2019 have investigated on the flight
frequency factor differently. Manuela (2006) considers it as independent variable on fare while
Wanget al, (2014) investigatei as an independent variable on airline market expansion, and
finds a negativecorrelation betweemnarket concentration and flight frequendyajda (2003)

treats it as a moderating variable on fare.

Availablei nf or mati on r eveal relationships between

characteristics, quality, speed of service etc on the realization of and maintenance of market
share. This direct relationship is only realizable through several timgdfactors such as flight
frequency. Since turtime precedes flight frequency, this study evaluated flight frequency as a
mechanism through which ttni me woul d i nfl uence the carr
Whereas the loveost carriers have demoratied high number of flight frequency, there is
insufficient information on how this helps them acquire and maintain their market share. The
cited studies had investigated flight frequency as either independent or moderating variable with
respect to otheridine performance parameters such as demand, fare, fleet size and distance
between two destinations. No study had considered it as a mediating variable in the relationships

betweenturt i me and carriersod® market share.

Load factor is the percentage ofate filled with paying passengers (Campisi, Costa and
Mancuso, 2010; O6Connell and Williams, 2007;
factorinlowc ost carri er sd bus i Aaesos tharhigh ecdupanchi rate &f a s e
the aircraft(80% load factor) (Damuri and Anas, 200dacério, Viegas, and Reis, 2007;
Vidovic, Steiner and Babic, 2007). Airlines operating with low load factors have tremendous
incentives to reduce fares (Besanko, Dranove, Shanley, and Schaefer 2004). A goadttwad f
assures the necessary utilization and productivity of criticaldost carrier resources. Legost

companiesd6 | oad factors are wusually higher

t
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http://www.sciencedirect.com/science/article/pii/S096969971300152X
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which means that each lesvo s t C 0o mp a n nspat mare passergdrst thart metavork

carriers Macario, Viegas, and Reis, 200@amuri and Anas, 2006) which enables them reduce

costs significantly (Vidovic, Steiner and Babic, 200Zdw load factors reflect delivery of
largercapacity equipment, whilepaaci ty reductions | eads to sig
load factor in the markets (Wensveen, 2011). It indicates that an airplane is more efficiently
utilized when the load factor is high, lowering the operating costs and, as a result, the Airfares.

high load factor lowers cost per customer, but also lowers quality and demand (Borenstein,
2011). The per passenger cost of a flight decreases as the load factor rises, which suggests that

load factor has a negative coefficient on fare.

Different studies (Rupp, 2007; Tesfay and Sokke, 2015; IATA, 2015; Jenataband Ismail,

2007; Borenstein, 2011; Ramdas and Williams, 2008; Najda, 2003) have investigated load factor
differently. IATA (2015) has employed descriptive statistics in analysing thaadmgpf fleet
capacity on load factor. Both TesfaydaBolibakke (2015) and Jenatakaid Ismail (2007) have
modelled load factor as a function of other independent variables. Rupp (2007) and Ramdas and
Williams (2008) investigate it as an independentalde on the ottime performance while
Borenstein (2011) investigates as an independent variable on price. Najda (2003) treats as a
moderating variable on fare. International Air Transport Assiocia(lATA) (2015) and
Jenatabaland Ismail (2007) show mixeresults of the effect of fleet capacity on load factor in

different countries.

Avail able information reveal rel at i daresfleet ps be
size, and points of distribution etc on enplanement. This direct relaifioiss only realizable

through several mediating factors such as load factor. Since fleet capacity precedes load factor,
this study evaluated load factor as a means through which fleet capacity would influence the
enplanement parameter. Whereas-tmgt ca r i er s® busi ness model i S
load factors, there is insuéfent information on how this helps them ferry high number of
passengers. The cited studies had investigated load factor as either dependent, independent or

moderating variablavith respect to other airline performance parameters such as demand, fare,



fleet size and distance between two destinations. No study had considered it as a mediating

variable in the relationships betweentirn me and carri er s mar ket sh:

Despite Kega signing up to the Yamoussoukro Decision in 1999, which was designed to bring
air service liberalisation, the Kenyan aviation market still struggles under the weight of
government bureaucracy and high taxation levels on the sector (Business Travalgr, 20
However, amidst these hurdles, there are a number of companies native to the country that are
leading the way in successful route and network development. Fly540, the country's first low
cost carrier, and Jetlink Aviation, both operate(d) nine ddagimain Kenya, and served other
points in Uganda, Tanzania, Burundi, South Sudan and Comoros. More recently, Jambojet, a
Kenya Airways subsidiary low cost carrier, commenced its operations in April 2014, flying to 4
destinations in Kenya. These airlinese groving that it is possible to follow different but
disciplined business models and to deliver both service and financial results teckaesld
standards. It is about 9 years now, since the introduction of thedstxcarrier business model,

yet its mpacts on the airline market had not been studied. While there had been a substantial
body of research investigating this phenomenon in the US, Canada, Australia, and Europe, there
had been little investigation of whether this phenomenon exists in othkeetsiaMentzer (2013)
recommended that there was a need to identify whether there iscasvwarrier effect in other
markets. It is for this reason that the purpose of this study was to analyze the effect of mediating
route characteristics on the retatship between low o0 s t carriersé6 key fact

performance for the period 200722012, in Kenya.

1.2 Statement of the Problem

Route characteristics is the airlineds flight
low-cost carrer is a discount airline that operates a ptorpoint network, pays employees

below the industry average wage, and offers no frills service. The reviewed literature had shown
that 38% increase in enplanement &bydowtoSt. 2% g a
carriers over a period of ten years is eminent whenever they emerge in the airline market, and
that the effect of lowcost carrier is not uniform across countries. Whereas studies had sought to
develop turatime models that would optimize eraft utilization by minimizing delays as well

as costs, while investigating the impact of lowst carriers on the airline market, tairme had
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not been considered with respect to car-riers?o
fare constructhad been taken into account but not fleet capacity. In addition, the fact that
theories suggest that flight frequency and | o
as turntime and fleet capacity, and that they independently have effetiieonirline market
parameters, it gives a proposition that they are a means through whietimtirand fleet

capacity would affect any other variables. However, studies had investigated flight frequency

and load factor as either dependent, independemioderating variable with respect to air fare.

No study had considered flight frequency and load factor as mediating variables in the
relationship between thelewo st carri ersdé key factorsdé and a
the influence of turdime on thecarrier® mar k et shares, fleet capa
mediating role of flight frequency ontutni me and carri ersd® mar ket sh
of load factor on fleet capacity and enplanement were still unknown. While there haa been
substantial body of research investigating this phenomenon in the developed countries, there had
not been any investigation of whether this phenomenon existed in other aviation market such as

Kenya.

1.3 Objective of the Study

The main objective of thetudy was to analyze the analyze the effect of mediating route
characteristics on the relationship betweentow st carri ersé6 key factors
for the period 2007 2012, in Kenya.

The specific objectives of the study were to:

i.  Determinethe effect of turrtime on the market share of lesost carriers in Kenya;
ii. Establish the effect of fleet capacity on enplanement byclast carriers in Kenya,;
iii.  Examine the influence of flight frequency as a mediator on the relationship between turn
time ard market share of lowost carriers in Kenya;
iv.  Analyze the influence of load factor as a mediator on the relationship between fleet

capacity and enplanement by lawst carriers in Kenya.



1.4Research Hypotheses

Ho: Turntime has no effect on the marlgtare of lowcost carriers in Kenya;
Ho: Fleet capacity does not have an impact on enplanement byoltvearriers in Kenya,

Ho: Flight frequency does not influence the relationship betweertitnmnand market share of

low-cost carriers in Kenya;

Ho: Load factor has no influence the relationship between fleet capacity and enplabgment

low-cost carriers in Kenya.

1.5 Scope of the Study

The study was carried out in Kenya. Only the doost carriers that were in operation during the
period 2007 2012 were the subjects of study. Therrentstudy analyzed the influence of route
characteristics as a mediator on the relationship betweeclovet carri er sdé Kkey
their quick, short turtimes and homogenous dense seating capacity and airlifeenpance

such as market share and enplanement.

1.6 Significance of the Study

The study provides useful information regarding fleet size and mix (FSM) related decision
making not only to the government but also to the owners and managers of the airlines
businesses in Kenya. It enhances the awareness of fleet planning, scheduling and management
team about the impact of reducing t@mound activities and enhancing the fleet capacity on a
given route. The traveling public will definitely reap benefits ia tbng run especially when

delays are minimized and the inconvemes caused due to inadequate available seats are
addressed through more efficient fleet management. The study contributes knowledge towards
the global dynamics of lowost carriers operatis as per various market segments. The findings

of the study form a basis for further research for other scholars.



1.7 Conceptual Framework

The study was guided by a conceptual framework adaptethaddied from the framework for
vessel capacitytilization (see Appendix VI), which was relevant for conceptualizing this

researchVesself act or (size), number and type of ves
measures e st abl i shed capacityo and Adefiniteon of
combined into fAfleet capacityo. Arrival and d

schedul eo el ement ,t iwaesd cfomrsi dleiredstasdy.t ulrm ad
frequency measure under fArheuties ed keartdil@atenroifs tciaq
strategyo el ement and fAdeparture frequencyo
element, formed part of the mediatimgriablesfor this study. Her intended end results if all

these measures are put im@ e , t hat i s, Omaxi mum capacity |

carriers6é mar ket shares and enplanement 1in th

Independent variable isthe lewo st car r i er stine, Klemtycaphceyy tlependent ( t ur r
variableist he airl i ne market (carriersd mar ket sha
being route characteristics (flight frequency and load factor). The mediator was expected to
explain why or how this relationship occurs. The researcher expected thaarrttiene would

have an effect on the carriersodo mar ket share;
flight frequency would mediate the effectof tirn me on carri er sd® mar ket
would mediate the effect of fleet capaaity enplanement. However, there is also possibility that

the fleet capacity may have an ettilhetchhaveam t he
effect on enplanement. But for purposes of this study, the researcher only investigated the effect

ofturnrt i me and fl eet capacity on carriersodé marke
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Independent Variable Dependent Variable

LowO2aid OF | Airline Performance
Key Factors

1 Turntime
1 Market share
1 Fleet
capacity 1 Enpolanement

Route characteristics

1 Flight frequency

1 Load fator

Mediating Variable

Figure 1.1: Conceptual framework on the effect of mediating route characteristics on the
relationship betweenlowost carri ersodé6 key factors and

Saurce: Adapted from Styhre, 20

This direct relationship between the lawo s t carriersod6 key factors
several mediating route characteristics factors such as flight frequency and load factor. Damuri
and Anas (2006) and Mirza (2009) report that ttumes infuence the number of trips an
airplane can make, while Wensveen (2011) and IATA (2015) also indicate that fleet capacity
reductions | eads t o significant i ncreases [
Consequently, this study evaluated flightguency and load factor as mechanisms through
whichturnt i me and fl eet capacity would influence
parameters respectively. Fairchild and Mackinnon (2010) define a mediator as the third variable
that falls in the cagal pathway between the predictor variable and the dependent variable. It
represents an intervening variable or, stated differently, a mechanism through which an
independent variable is able to influence a dependent variable (Baron and Kenny, 1986; Peyrot,

1996). The mediation model offers an explanation for how, or why, two variables are related
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where an intervening or mediating variable is hypothesized to be intermediate in the relation

between an independent variable and an outcome (Kim, Kaye and VZAQk),
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CHAPTER TWO
LITERATURE REVIEW

This chapter is sub divided into three sdztion. Each subection addresses the following:

Review of theory and concepts, empirical studies and summary of literature.review

2.1 Review of Theory and Concepts
2.1.1 Theory of Enhancement of Vessel Capacitytili sation

The theory of enhancement of vessel capacity utilisation refers to the functional process of
analysing strategies, identifying and combining measures direntedds both capacity demand

and capacity supply to facilitate an increased utilisation with the aim of reducing transport cost

per unit. The framework consists of four elements that are important in attaining a desirable and
required level of vessel capsciutilisation. These four elements are: selection of capacity
utilisation strategy, definition of sailing schedule, improvement measures for established vessel
capacity, and improvement measures for changes in vessel capacity. According to Styhre
(2010),the intention is not to cover all aspects of the field, but to offer a toolbox with important
contents in order to enhance the vessel 0s uti
processes, as shown in Appendix VI, are repeated with thefaapproaching a desirable level

of vessel capacity utilisation. The iteration normally starts when supply or demand for vessel
capacity is changing due to, for example, new trade conditions, competitors entering the market,
new customers, or when thegea need for investment in vessel capacity. These measures both
directly and indirectly relate to the variablasder the current study. Vessdactor (size),
number and type of vessels medssradlusdhed tche
andidefinition of sailing scheduleo el ements r
Arrival and departure time measure under i d
considerdd ma® odoburn his study. ffrequerecy meaduie o n t ©
under fAroute characteristics measureo in the
and Adeparture freqguencyo measur e | medtpawrte fAdef

of the mediating varides for this study.
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As much as this theory states that there is no strict sequence of activities (measures) which may
well be carried out in parallel, Damuri and Anas (2006) and Mirza (2009) report thdintes
influence the number of trips an airplane can make, while Véems(2011) also indicates that

fleet capacity reductions | eads to significan

These reports imply that tutime precedes flight frequency and that fleet capacity precedes load
factor consequently inditing that there is some sequence among some of these extiVhe

study was anchored on this theory with a view to establishing the internal connection between
the measures. By investigating the influence of the mediating routectdrastics (flight
frequency and load factor), the researcher believed that internal connections between the
following measures would be ascertained: one,-tume (arrival and departure time measure),
flight frequency (route characteristics measure) and market shareaf§edrenarket share
measure); and two, fleet capacity (humber and type of vessels), load factor (route characteristics

measure) and enplanement (an attribute of increased market share measure).

2.2 The Low Cost Carrier Concepts

According t o an€@0GON,dahle thiefdiffedenc&/between lowst carriers and
traditional airlines, or full service carriers (FSCs), fall into three groups: service savings,
operational savings and overhead savings. Theclmst model is characterized by specific
product and operating features. Product features include: low, simple, and unrestricted fares;
high frequencies; poirtb-point flights; no interlining; ticketless travel utilizing travel agents and
call centers; singlelass, high density seating; no seatigassents; and no meals or free
alcoholic drinks. Operating features include: single type aircraft with high utilization, secondary
or uncongested airports served with short aircraft turns, short sector length, and competitive
wages with profit sharing arfiigh productivity (Rosenstein, 2013; Chowdhury, 2007; Campisi,
Costa and Mancuso, 2010).

2.2.1 Turn-time

Turnrtime is the period between the time an aircraft parks at the gate till it can pull out again

with a new load of passengers and/or cargo (M2@&9). There are a number of key tasks to be
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carried out during this period: unloading and loading of passengers and luggage, safety and
security checks, catering, cleaning and a variety of administrative tasks. The significance of turn
around punctualitys not only to reduce delays, but to maintain the linkage and stability of of
aircraft rotations (Wu and Caves, 2004). Ftime models provide useful information for
schedule planning, fleet planning, operations planning, and economic and financialsanalys
Reducing airplane turfimes means more efficient airplane utilization, particularly for airlines
that emphasize powuto-point routes (Gok, 2014; Mirza, 2009). Improved airplane utilization
helps spread fixed ownership costs over an increased nurihb@so reducing costs per seat

mile or per trip. More flights mean more paying passengers and, ultimately, more revenue.
Benefits of shorter turtimes are significant for shorter average trip distances. In order to
optimize airplane utilization, poirtb-point carriers operate with significantly faster ttimes at

the gate. A typical hulandspoke system requires longer tammes to allow for synchronization
between the feeder network and trunk routes (Mirza, ZD@fyelsiet al, 2013;Kunze, Schuk,

and Fricke, 2011; Mirza, 2009; Pai, 2007).

2.2.2 Fleet capacity

The planning of demancksponsive transport services requires addressing twordlegtd
decision problem that is, what types of equignt to use and how many to use (Fu, 2003). Fleet
size and mix (FSM) is of critical importance for a transport agency because it has an effect on
both the costs of delivering the service (capital and operating costs) and the level of service
(LOS) that can be provided to the clients in regard to comfonlyenience, and enjoyment (Fu

and Ishkhanov, 2004). Equipment capacity has a significant impact on the number of equipment
required; in which case the larger the equipment, the higher the average equipment productivity
and the smaller the required numbéfleet. Larger equipment should be used in igimand

cases (Schofegt al,2003). The optimal number of equipment required depends on the level of

travel demand that the carrier will cover (TolliMgigro, 1999).

The use of a mix of different fleeyges, from small to medium and large that have more seats,
has an advantage of the ce$fiectiveness in dealing with variation in seating requirements as
well as spatial and temporal clustering of requests (Fu, 2003). Larger fleet can accommodate, on

a sihgle trip, more passengers with different seating needs, which, in turn, can lead to higher
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productivity and fewer units required to deliver the service. The use of larger fleets however
means higher capital and operating costs, higher emissions, and rewmeuverability. In
situations of low demand, smaller fleets are often sufficient to handle the trips without any loss
of efficiency (Fu and Ishkhanov, 2004). The use of a particular aircraft type on a route largely
depends on the distance (Pai, 2007). ths distance between the two endpoints increases,
longerrange (and thus larger) aircraft are needed. An airline may opt to use larger aircraft on a
route due to economies of scale in aircraft operation (Babiiaa, 2002). With respect to
airport chaacteristics, an increase in runway length results in higher flight frequency and larger
plane sizes. Aircraft sizes are larger in a-Bpbke network than in a poitd-point network
(Brueckner, 2004). Low cost carriers generally do not offer business sgasing, which takes

up a lot of valuable space, and instead offer a dense, single class seating configurdtien as

space consuming items, such as catering galleys and convection ovens, are eliminated.

2.3 Mediating Route Characteristics Concepts
2.3.1 Flight frequency

Flight frequency is a central attribute when customers are determining mode choice (Styhre,
2010; Pai, 2007; Najda, 2003). Higher flight frequency of flights raises the value of the product
to the passenger and increased value lealdgjh®r demand and finally higher prices (Manuela,
2006). Passengers travelling on business have a high opportunity cost for travel and value the
convenience increased flight frequency provides them. Hence, increased value leads to higher
demand and finafl higher prices (Boreinstein, 2011). However, according to Manuela (2006)
and Macario, Viegas, and Reis (2007), high flight frequency facilitates a reduction in cost per
transported unit due to the high fixed costs and allows airlines to operate ai@mmtfficiently

and for |l onger wutilization periods. Thus, [
and, consequently, ticket prices.

A market that has a high concentration of passengers with high time costs (business travelers)
might be sered by smaller aircraft with greater flight frequency, while a market with a high
concentration of low time cost passengers (leisure travelers) might be serviced by larger aircraft

with lower flight frequency. As distance between the two end points iregeascraft size
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increases and flight frequency decreases (Pels and Rietveld, 2006). High rates of fleet utilization

are a major factorinlow o st carrierso6 busi ness -cogtdiréne. Wi t |
will reduce costs significantly. The kdor high utilization is to shorten the time between one

flight and another (Damuri and Anas, 2006) since-tunes influence the number of trips an

airplane can make in a given period of time (Mirza, 2009). Sincetitam precedes flight

frequency, ths study evaluated flight frequency as a mechanism through whickirngrwould

influence the airline market parameters.

2.3.2 Load Factor

Load factor is the percentage of seats filled with passengers or the ratio of unit costs to unit
yields (Campisi, Co¥t a and Mancuso, 2010; Naj da, 200 3;
Williams, 2007). A good load factor assures the necessary utilization and productivity of critical
low-cost carrier resourcekow load factors reflect delivery of largeapacity equipmenwhile
capacity reductions | eads t o significant i n
(Wensveen, 2011). It indicates that an airplane is more efficiently utilized when the load factor is
high, lowering the operating costs and, as a res@ltaitfiares. A high load factor lowers cost per
customer, but also lowers quality and demand (Borenstein, 2011). The per passenger cost of a
flight decreases as the load factor rises, which suggests that load factor has a negative coefficient
on fare. Lowcost carriers tend to have higher load factors than their competitors and thus, may
result in prices falling on routes (Najda, 2003). High load factors are a major factor-aosow
carrierso6 busi ne s sfarerom the high achupandy satethe airdnaé (80%0 w

load factor) (Damuri and Anas, 2008tacéario, Viegas, and Reis, 200Vidovic, Steiner and

Babic, 2007; Besanket al,2004).

2.4 Airline Performance Concepts
2.4.1 Market Share

Market Share is the portion @ercentage of total saevolumeof a market controlled by a
particular company or product arbrand.Out of total purchases of a customer of a product or
service, what percentage goes to a company defines its market share (Lambin, 2007). There are

various types of market sharglarket shares can be value or volume. Value market share is
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based on the total share of a company out of total segment sales. Volumes refer to the actual
numbers of units that a company sells out of total units sold in the market. Thevolaioe
marketshare equation is not usually linear: a unit may have high value and low numbers, which
means that value market share may be high, but volumes share may be low-clostiow
industries like lowcost carriers, where the products are low value, high voluchéhane are lots

of freebies, comparing value market share is the norm. The economibeing]l of a business

firm can often be summarized in terms of its market sh@wvifdarajan, 2015; Kotler and
Keller, 2012) A higher market share usually means greatles, lesser effort to sell more and a
strong barrier to entry for other competitors. A higher market share also means that if the market
expands, the leader gains more than the others. By the same token, a markeaeaddined

by its market shar- also has to expanthe market, for its own growthMarket share is
influenced by factors such as price, advertising expenditures, retail availability, product

characteristics, quality, speed of service, ease of maintenance, and points of distribution.

2.4.2 Enplanement

Enplanement is the volume of traffic or the number ofsgragersferried by an airline. It is
through the transportatioof these revenue passengers that an air carrier receives commercial
remuneration (Wu, 2015Belobaba, Odoni, anBarnhart (2009) havexpressed enplanement as

a function of departure time, travel time, expected delay, aircraft type, in flight service, price,
flight frequency, airport amenities of carrier, frequent flyer plan attractiveness, distance, business
travel béween two cities, tourism appeal, carrier and flight characteristics. According to Damuri
and Anas (2006) and O6Connell acostl carvdér intb ai ms
market has had two effects on the overall market. Firstly, a market divesfext, where air
travelersswitched from higkfare established route carriers to take advantage of lower fares.
Secondly, a market creation effect, where low prices induced tnavelersinto using air
transportation either for the first time and/ostead of other modes, especially those in the short
haul markets (less than 1,500 miles of stage length). Windle and Dresner (1995) and Dresner,
Lin, and Windle (1996), stated that there is a paradigm shift in the traditional market place when
a low-cost @rrier enters; the result is twold as there is a decrease in average air fares coupled

with an increase in enplanements.
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From the reviewed theories, it is evident that fleet capacity determines fleet size required which
enhances the flight frequencgemand determines the fleet capacity, higher demand leads to
larger fleet capacity, higher preference, higher prices, while higher seating capacity lowers
quality, lowers cost, and consequently lower fares. Consecutivelytituenhas been linked to

higher flight frequency, higher flight frequency means higher value, higher demand, and higher
prices; more flight frequency, more utilization, higher efficiency, less cost, lower prices. While

high load factor means more efficient use, lower quality, low deimand lower prices, with

low-c 0 st carrier entry | eads to decrease i n n
enplanement. Also worth noting are the conflicting concepts on the end effect of the flight
frequency on ticket prices. However, the follagiinformation was still not available in
literature: one, the effecttwtni me on t he carriersd mar ket shar
explained by flight frequency. Two, the link between Jow s t carrierso flee
enplanement, and to witi extent that expected relationship can be attributed to load factor. This

study hoped to fill this gap by investigating the influence of the route characteristics constructs

(flight frequency and load factor) as a mediator in the expected relationships.

2.5 Empirical Studies

Empirical review advanced findings of other scholars on related areas. The review created
comparison that helps to identify gaps. A number of studies gave insight into this topic. A
majority of them were conducted by either testietptionships between the variables or the
elements of the variables separately, many of them in the developed countries.

2.5.1 The Relationship between Turstime and Market Share of Low-cost Carriers

I n the US, O6Connel | a n gtudp tetermaentbe infp2cddildwy c ar r
cost carriersd emergence on the full service
1990s, the legacy network carriers included American, Continental, Delta, Eastern, Northwest,
United, and USAIr, accoued for around 90 percent of the total market share of revenue
passenger miles. Between 1998 and 2003;dost airlines increased their presence in the 5,000

largest city pair markets raising the number of markets served from 1,594 in 1998 to 2,304 in
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2003. Using descriptive statistics on quantitative secondary data, their findings show that the full

service carrierso6 mar ket share had dropped to

In the US, Bhaskara (2014) carried out to study to establish the effect of fare offerediby Spir
Airlines (alowc 0 st carrier) on the American Airlines:¢
in his analyses on quantitative secondary data for the periodi2@0Q2, his findings show

4th quarter of 2010, the largest carrier in the market, AraeriAirlines held a 67.4 percent of

t he market. However, in the first full guarte

the market leader though with a reduced market share of 63.4 percent.

In Europe, Israel (2015) analyzed the airliner nkae t to find out t he <cha
market shares following the emergence of -lovgt carriers. Using descriptive statistics to

analyze the quantitative secamy data for the period betwe&@80i1 2013, his findings indicate

that the market sharof low-cost carriers has increased by about 22% between early 1980s to
2013.

In Germany, Kunze, Schultz, and Fricke (2011) used a Monte Carlo Simulation to develop an
optimal model for the turaround operations. The main objective was to achieve layhig
automated level in order to react to the delays. The-dwwond operations taken into
consideration were: degoarding, catering, cleaning, loading, unloading and boarding. By
introducing the sensor technology or checkpoints, the result of this $tadsed it is possible to
achieve a better turaround within highly automated environment.

In Spain, Trabelset al. (2013) used a case study of Palma de Mallorca Airport to validate a
model for proposed cooperation scheme among airline station manadegsoand handling

fleet managers. The study considers the problem of managing in a decentralized way airport
ground handling, thus, adopt a decentralized management structure, where airline station
managers and ground handling fleet managers interastadtconcluded that the cooperation
between variety of tactical decision makers would deliver an efficient ground handling multi

fleet management structure.
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In Turkey, Gok (2014) used a case study of a Turkishdost company that was facing many
delaysoccurring because of subjective scheduling of-ansund operations. The objective was

to develop a model which would find an optimal schedule of operations by minimizing the
completion time of the last operation. Data was collected from theatoundoperations of
Boeing 737800 aircraft. Models were run for different disembarking/boarding styles and the
fastest completion time of twaround operations was determined. It was concluded that the
minimum time of turraround operations are in domesiimmestic flight type when passenger

stair are used for disembarking andlaidge for boarding.

In Sweden, Norin (2008) developed a detailed conceptual model of thartwmd process and
was implemented by a computerized simulation program. The aim wassgss various
logistical operations involved in twaround, and their impact on airport performance. She
included a flow of decing trucks in her study since limited time span prior to take off, within
which deicing has to be performed, makes it satical. An optimization approach was
developed to plan a schedule for theideg trucks. By running the model with the different

routings, it was found that scheduling the taround activities minimizes delays, hence costs.

In Serbia, Vidosavljevic ah Tosic (2010) developed an aircraft tamound model which
included the turraround operations such as -bitdge positioning/removal, passengers
disembarking or boarding, portable water, catering, lavatory service, baggage loading/unloading
and fuelling The objective was to maintain the efficiency of the {mmound operations.
According to the two different experiments on the modelling of-&wound, the automatic
assignment strategy gave a better result in terms of minimum departure delays when it is

compared to the strict gate assignment strategy.

The studies by Gok (2014), Kunze, Schultz, and Fricke (2011), Trabelsil (2013),
Vidosavljevic and Tosic (2010), Norin (2008) had investigated about the best models for the
turn-around operations thatould minimize delays, and consequently, costs. Bhaskara (2014),

| sr ael (2015) , Sentence (2004) and O6Connel |
statistics in analyzing the risingtrend oflavo st carri er s6 mar ket share
(2007) indicates that love 0 s t carriers had claimed 15. 2% ma

market share within 5 years while Bhaskara (2014) reported that Spirit airlines claimed a market
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share of 4% within 3 months from American airlines following her ehtrg.r a e | (2015) 6s
indicate that the market share of l@ast carriers has increased wewdle by about 22% over

33 years between early 1980s to 2013. According to Norin (2008), scheduling every operations

in the turraround enhances a better periance and efficiency, while Kunze, Schultz, and

Fricke (2011) remark that sensor technology or checkpoints would enhance a beteounch

within highly automated environment. Gok (2014) concluded that the minimum time ef turn
around operations are idomestiedomestic flight type when passenger stairs are used for
disembarking and aioridge for boarding. Trabelst al. (2013) support cooperation between

variety of tactical decision makers since it would deliver an efficient ground handlingfieetlti
management structure. According to Vidosavljevic and Tosic (2010), the automatic assignment

strategy would give a better result in terms of minimum departure delays.

The low-cost carriers have demonstrated short and quick aircraftatoumds, which isan
equivalent of speed of service, but without sufficient information on how this has helped them
acquire and maintain market share. Studies have only considered the nature of relationship
bet ween carriersodé6 mar ket s h aurndimeamodels tha waild and
optimize aircraft utilization by minimizing delays, as well as costs. Thus, the relation between

turnt i me a n dnarkedshare wag ssll@nknown.

2.5.2 The Relationship between Fleet Capacity and Enplanement

In the US,Mertens and Vowles (2012) carried out a study to determine the effects-obsw

carriers in the US domestic routes. They used threectist carriers, that is, Jetblue, Frontier

and Southwest. Using descriptive statistics in their analyses on queatgetiondary data, their
findings show thatloww o st carri erso6 entry into new marke:

T 2005) had resulted in an m@sdan the number of passengers by 67.5 percent.

In South Africa, InterVistas (2014) conducted a gtud determine the impact that levost
carriers (kulula) can have on market dynamics along the Johanndstmaigp route. Using
descriptive statistics in the analyses of quantitative secondary data, its findings show that three

mont hs af t e rtraficiwolumesaoidtbe raute had ncreased 38 per cent.
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A study by Bhaskara (2014) to find out the effect of ticket prices of Spirit Airlines (adsiv
carrier) on volume of traffic in the US airlines market. Using descriptive statistics in theemaly

of quantitative secondary data on a data set from 20@12, his findings indicate that in the

4th quarter of 2010, the market was measured at 2.789 million passengers but in the first full

guarter foll owing Spirit @enttedB99rmylion paskeagemar k et

Dresner (2013) tracked the passenger traffic and prices for 1 year following entry of various low
cost carriers in the US. Using descriptive statistics in the analyses of quantitative secondary data,
her findings show tit both price decreases and traffic increases were sustained when Southwest
(LCC) entered a route that passenger traffic, on average, increased 200% on a route when
Southwest entered; 82% for other loast carrier entries; and only 17% for entry by thisvoek

carriers.

In Netherlands, Lin (2013) carried out a study to analyse the influence of airline deregulation
(low-cost carrier entry) on the number of air passengers. Using time seriesaertissal data,

Lin constructed a Panel with annual datatfa time period 19742010 of 20 wealthy countries
around the world that all went through different processes of deregulation. He estimated number
of passengers as a function of GDP per capita, lpppa and deregulation. The stu@indings

show that 1 peent increase in GDP per capita and population will increase air traffic with 0.21
percent and 0.22 percent respectively. However, deregulation surprisingly had no effect on the
number of passengers; with every 1 percent increase in deregulation fiaintthincrease with

0.00 percent.

Wu (2013) conducted a study to evaluate whether the effect of the presencecobtairlines

on traffic has changed with time. He constructed panel data from bothsesgmal and time

series data for the perioé@nd quarter of 1997 to the fourth quarter of 2010. The panel data
included price, passengers, distance, income, largest market share, vacation and the presence of
low-cost airlines. From the multiple panel regressions, the findings revealed that tloe ainpa

the presence of lowost carriers on traffic had diminished it nolonger existed. The
mathematical relation is 1 dollar decrease on price leads to 1.07 more passengers.
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Empirical evidence (Dresner, 2013; Mertens and Vowles, 2012: InterVistas, BbBadkara,

2014; Wu, 2013; Lin, 2013) showed mixed results on the effect ofctst carriers on
enplanement in the airline market. Mertens and Vowles (2012) used a group of thiaesiow
carriers and their results show higher figures of 67.5 percent ItitarVistas (2014) and
Bhaskara (2014) that assessed the effect of only onedstvcarrier, finding an increase of 38
per cent and 21.9 percent respectively. Dr esn
200% on a route when Southwest enteB2% for other lowcost carrier entries, and only 17%

for entry by the network carriers. They all employed descriptive statistics in analyzing their data
and relate the lovfare to enplanement. Both Lin (2013) and Wu (2013) adopted panel data and
they inorporated the lowcost carrier phenomenon, as omkole variable, in their regrs®n
equations without considering the specific key factors. They both found out thebsbwarriers

have no effect on enplanement.

Low-cost carriers are characterized bgmogenous fleet capacity wittlense, single class

seating configuration. However, studies have endeavored to find out the impact that the
emergence of loveost carriers would have on enplanement by consideringthelovs t car r i e
low-fare construct aththe findings also show that the effect of foast carrier is not uniform

across countries. Consequently, there is still no sufficient information on how fleet capacity

relates to enplanement.

2.5.3 The Influence of Mediating Flight frequency on the Rationship between Turrtime
and Market Share of Low-cost Carriers

In China, Wanget al. (2014) conducted atudy to establish how Chinese airlines have been
responding tohte ever growing concentrated Chinese airline market. They investigated the flight
frequency strategies and aircraft choices for the period 20P@08. Applying timeseries
correlational design, their empirical investigation suggests that airlines maicdynenodate

rapid traffic growth by flying more frequently, although increased aircraft size also contributes to
market expansion. They find a negative relationship between market concentration and flight
frequency, thereby concluding tahinese airlinesnainly accommodate rapid traffic growth by

increasing flight frequency.
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In Philippines, Manuela (2006) empirically explored the impact of airline liberalization on fare
using a sample of ten routes with varying market characteristics and state of comfmatithe

period 19812003. Using multiple regression analysis, he estimated average air fare as a function
of number of passengers, departure frequency, cost, income, distance, and the liberalization
dummy on the time series data. The study findingscatd that flight frequency variable is
highly significant and has a negative impact on airfare per kilometer, since a higher supply leads
to a lower priceceteris paribusFlight frequency is however inelastic in relation to price; with a

10 percent in@ase in flight frequency, there is a decline of 5.1 percent in the fare levels.

In the US, Najda (2003) carried out a study in order to determine whether or raidowarriers
significantly impact the pricing of tickets in airline markets. In his study conducted an
econometric analysis on the second quarter of 2002 dataset. The price equation was estimated as
a function of costs, service quality, market demand characteristics, route concentration, route
characteristics, hub concentration, loast @rrier route concentration, and lawest carrier hub
concentration. The gtly findings from the multiple regressionalyses revealed that the effect

of the frequency of flights on a route, served by a particular carrier, is positive and significant at

thel percent level over each fare percentile.

Empirical studies (Manuela, 2006; Najda, 2008anget al, 2019 have investigated on the
flight frequency variable differentliyManuela (2006) considered it as independent variable on
fare while Najda (2003) treated it as a moderating variable on Yaenget al (2014)
investigatedt as an indepadent variable on airline market expansiddanget al(2014) founda
negative relationship between market concentration and flight frequiglacyiela (2006) found

out that he flight frequency variable is highly significant and has a negative impact on airfare
per kilometer, and is inelastic in relation to price. According to Najda (2003), the effect of the
frequency of flights on a route, served by a particular carrieQsgipe and significant at the 1

percent level over each fare percentile.

Avail able information reveal relationships be
characteristics, quality, speed of service etc on the realization of and matetesfamarket
share. This direct relationship is only realizable through several mediating factors such as flight

frequency. Since turtime precedes flight frequency, this study evaluated flight frequency as a

25


http://www.sciencedirect.com/science/article/pii/S096969971300152X
http://www.sciencedirect.com/science/article/pii/S096969971300152X
http://www.sciencedirect.com/science/article/pii/S096969971300152X

mechanism through which tutime would influmce t he carriersdéd marke
Whereas the loveost carriers have demonstrated high number of flight frequency, there is
insufficiert information on how this helps them acquire and maintain their market share. The
cited studies had investigatédjht frequency as either independent or moderating variable with
respect to other airline performance parameters such as demand, fare, fleet size and distance
between two destinations. No study had considered it as a mediating variable in the rgdationshi

betweenturst i me and carriersod mar ket share.

2.5.4 The Influence of Mediating Load Factor on the Relationship between Fleet Capacity
and Enplanement

IATA (2015) carried out a study to establish the impact of fleet capacity on load factor for the
year2013. Using descriptive statistics in their analyses of quantitative secondary data, findings
reveal that in the UScapacitygrew at 1.9%, but load factor remained flat at 83.8 per cent. In
China, capacity rose 12.2%, but load factor declined 0.6 pegeeptzints to 80.3 per cent. In
Japan, capacity expanded by 5.1% and load factor was little changed at 64.3 per cent. In Brazil,
capacity reductions by airlines of 3.3% pushed load factor to 76.3 per cent. In India, capacity
climbed 3.5% in 2013, and loaddtor was 74.6%, up 1.7 percentage points. In Russia, there
was9.1% rise in capacity and load factor remained at 74%. In Australia, capacity rose 3.8%,
depressing load factor 1.0 percentage point to 76.5 per cent. Wiifada, there wasapacity
exparsion of 5.2% and load factor rose 1.9 percentage points to 69%, the lowest among the

regions.

In the US, Rupp 4007) investigated the causes of flight delays from both the airline and
passenger perspectives. He uses quantitative secondary data fodawestic flight between

January 1995 and December 2004 by mainline carriers. The study findings from the multiple
regression analyses6é6 show that economic facto

factors (departure time and distance) hsigaificant effects on flight delays.

In Iran, Jenatababnd Ismail (2007) carried out a study to establish the determinants of load
factor. They modeled load factor as a function of computerized system, the average length,

departures, type of organizai, advertising expenses, subsidy, inflation rate, number of seats,
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and change in vehicle kilometers. Quantitative secondary data was collected for the period 1997
- 2006. The results from the multiple regression analyses show that number of seats are not
significant in explaining the variation ioad factors, attributing it twery little variation in the
number of seats during this period since the decision of buying aircraft in Iran is limited by the

United Statesdé6 economical and political sanct

In the US, Borestein (2011) carried out a study to establish the determinants of air fare. He
estimated air fare on a route as a function of cost, demand and market power indicators by use of
multiple regression analyseSrouping the 19ear estimation ged into 4 sukperiods of 4 or 5

years each, he estimated the same equation for each of thersds. He considered dependent
variable as the mean fare paid among passengsrincluded in the observation. He found out

that 10% decrease in averagaddactor would explain a price decline of about 15 percent.

Tesfay and Solibakke (2015) conducted a study so as to identify serial and periodic
autocorrelation on load factors of the Eurdyiel East and Europ€ar East airline flights with

an aim of devieping a forecasting model of the load factors. The quantitative secondary data is
collected for the period 1991 to 2013. Results show that that the load factors have both periodic
and serial correlations for both regional flights. The econometric estimasults also confirm

that the load factors of the Eurepid East and Europ€&ar East flights are both seasonal and
differ between flights i.ethe load factor is still far from stable.

In the US, Najda (2003) carried out a study to determine whethaotolow cost carriers
significantly impact the pricing of tickets in airline markets. In his study, he conducted an
econometric analysis on the second quarter 2002 dataset. The price equation was estimated as a
function of costs, service quality, markéeémand characteristics, route concentration, route
characteristics, hub concentration, loast carrier route concentration, and {oest carrier hub
concentration. The findings from timaultiple regression analysetiow that the effect of load

factor varable is negative and significant at the 1 percent level in the 80th percentile baseline
equation. For the median fare, it is negative and significant at the 2 percent level and is not

significant for the lowest fares.
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Ramdas and Williams (2008) investigd the tradeoff between aircraft capacity utilization and
orttime performancedy using a 16year airline industry data set, drawing on queuing theory to
disentangle the confounding effects of variability in travel time and capacity exibility along an
aircraft's route. They examined how load factor affectdiime performance. Their analyses
show that the interaction of utilization and load factor is positive and significant for twelve out of
thirteen carriers, meaning increasing load factor leads to gidelteys when utilization is high,

than when utilization is low.

The cited studies (Rupp, 2007; Tesfay and Skkba2015; IATA, 2015; Jenataband Ismail,

2007; Borenstein, 2011; Ramdas and Williams, 2008; Najda, 2003) had investigated load factor
variable differently. IATA (2015) employed descriptive statistics in analysing the impact of fleet
capacity on load factor. Both Tesfayda®olibakke (2015) and Jenatabahd Ismail (2007)
modelled load factor as a function of other independent variableg 007) and Ramdas and
Williams (2008) investigated it as an independent variable on themenperformance while
Borenstein (2011) investigated as an independent variable on price. Najda (2003) treated it as a
moderating variable on fare. IATA (2015nhd Jenatabaland Ismail (2007) showed mixed
results of the effect of fleet capacity on load factor. According to Rupp (2007), seating capacity
and load factor have significant effects ftight delays, while Jenatalbh@nd Ismail (2007) paper
concludes tht the number of seats are not significant in explaining the variation in load factors.
Borestein (2011) reported that a 10% change in average load factor would explain a price decline
of about 15 percent. Tesfay and Solibakke (2015) paper results shiothehaad factors are

both seasonal and differ between flights. Ramdas and Williams (2008) show that increasing load
factor leads to greater delays when utilization is high, than when utilization is low.

Available information reveal relationshipsbetween ai r |l i neds Kk dare,fleetct or s
size, and points of distribution etc on enplanement. This direct relationship is only realizable
through several mediating factors such as load factor. Since fleet capacity precedes load factor,
this studyevaluated load factor as a means through which fleet capacity would influence the
enplanement parameter. Whereas-bw s t car ri er s &hataateszedvith figh mo d e |
load factors, there is insuéfent information on how this helps them ferry highmber of
passengers. The cited studies had investigated load factor as either dependent, independent or
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moderating variable with respect to other airline performance parameters such as demand, fare,
fleet size and distance between two destinations. Ndy dtad considered it as a mediating

variable in the relationships betweentirn me and carri er s® mar ket sh:

2.6 Summary of Literature Review

Deregulation of the airline industry has prompted the emergence etdsincarriers thereby

changing the busess environment in commercial air transport. Due to varying catalytic factors

in the growth and development of les@st carriers, the effect of lewost carrier is not uniform
across countries; there i s no | oand aboogstrans c ar r i
Atlantic routes, but the effect is higher in the US than in South Africa, and is lowest in
Philippines Turntime models provide very useful information for schedule planning, fleet
planning, operations planning, and economic and finameialysissince turatime influences

the number of trips an airplane can make. Theories indicate that flight frequency and load factor
are i nfl uenc etime bhny fleaticapdcity nespeddvely, and that they independently

have an effect on theirbne performance parameters. The relationship between route
characteristics and other airline market parameters have been investigated as either dependent,
independent or moderating variables. The influence oftiore on thecarrier® mar ket shar
fleet capacity on enplanement, the mediating role of flight frequency ot turme and carr
market share, and the mediating role of load factor on fleet capacity and enplanement had not
been investigated. While there has been a substantial body ofctesasestigating this
phenomenon in the developed countries, there had been no investigation of whether this
phenomenon existed in Kenya, and thus a need to identify whether there is low cost carrier
phenomenon in other markets such as Kenya. It is ferdlason that the purpose of this study

was to analyze the effect of mediating route characteristics on the relationship between the low
cost carriersodo key factor $2082nnKengaeer f or mance f o
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CHAPTER THREE

RESEARCH METHODOLOGY

This chapter is organized under the following -badings: research design, study area, target

population and sampling techniques, data collection, data analysis and presentation.

3.1 The Research Design

According to Barbara (2006), the research desgfers to the overall strategy that the researcher
chooses to integrate the different components of the study in a coherent and logical way, thereby,
ensuring that the research problem will be effectively addressed. Therefore, in this study, the
researchr adapted time series correlational research design that describes patterns of change and
help establish the direction and magnitude of causal relationships (Ployhart and Robert, 2010;
Kalaian and Rafa, 2008). Measurements are taken on each variablevover more distinct

time periods. This allows the researcher to measure change in variables over time.

3.2 Study Area

The study was carried out in Kenykelineatedby the following coordinates: between the
l atitudes 04e00nN00éN and 04e42n08.46S, and 1| o

3.3 Target Population, Sampling Techniques

Ployhart and Robert (2010) define target population as a group of units aboilt thhic
researcher wants to make judgements. These units can be a group of individuals, customers,
companies, products, or just about any subjects in which you are interested. Thus, the target
population of this study were 2 legost carrier companies, thiat Fly540 and Jetlink Aviation,

whose data over a ped of 72 months for the year 20072012 were used in the analysis. This
period was characterised with steady growth in the business cycle of teedtsarriers
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3.4 Data Collection Methods
3.4.1Sources and Type of Data

Quantitative secondary data for the period 20@D12 were used. Sources of data were airlines

statistics from the aircraft log books.

3.4.2 Data Collection Procedure

Research introductory letter was obtained from the School afiate Studies of Maseno
University, and a letter of permission was also granted by the Director General Kenya Civil
Aviation Authority. The researcher reviewed the documents (aircraft log books and registers)

andtransferredhe data to the dummy tableg &elf.

3.4.3 Instruments for Data Collection

Documents Review (Analysis of Documents) was adopted. In addition, Bart (2011) advises that
a researcher should prepare a set of dummy tables (see Appendix Il) before beginning the
collection process since dutables enable one to think carefully about each piece of information

to be collected. It also takes the guesswork out of the analysis phase of the project.

3.5 Data Screening and Cleaning
3.5.1 Analysis for Missing Values

Data were first examined fanissing values which are reportedly common in many areas of
social research, and can seriously affect results of statistical analysis. According to Allison
(2009) missing values reflect situations where valid values for some cases in one or more
variablesare unavailable for analysis. Consequently, missing values in the current study were
evaluated with respect to variables. As shown in Table 3.1, one variable had no missing values.
The other five variables had 1 missing value each, representing 0.0068%al &Af 5 values

were found unavailable for analysis among the expected 864 values, that is, 144 values for each

of the six variables.
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Table 3.1: Distribution of Missing Values Per Variable

Variables Total No. of| Missing Percentage 0

Values Values Missing Values pe
Variable

Carrierso mar |144 01 0.0069

Turnrtime (TNTM) 144 01 0.0069

Flight frequency (FREQ) 144 01 0.0069

Enplanement (ENPL) 144 01 0.0069

Fleet Capacity (FLTC) 144 00 0.0000

Load Factor (LDFC) 144 01 0.0069

TOTAL 864 05 0.0347

Source: Researcher, 2016

This figure is by far much fewer than 5% as recommended by Tabachnick and Fidell (2001) for a
variable, or an item, to qualify for analysis in the study. Since the missing values were only from

one crosssection, theywere replaced by the series means of that particular cross section.

3.6 Testing the assumptions of Fixed Effects models

The principal assumptions which justify the use of a figddcts model are: 1), Normality
assumption, 2) Homogeneity of Variance ésgption, 3) Assumption of Independence. If any of
these assumptions is violated, then the forecasts, confidence intervals, and scientific insights
yielded by a regression model may be (at best) inefficient or (at worst) biased or misleading
(Andrew, 2013;Nau, 2016). These assumptions are: (1) normality of the error distribution, (2)
linearity and additivity of the relationship between dependent and independent variables, (3)

statistical independence of the errors, and (4) homoscedasticity (constantejasfahe errors.
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3.6.1 Test for Normality of the error distribution

Violations of normality create problems for determining whether model coefficients are
significantly different from zero and for calculating confidence intervals for forecasts. Since
paameter estimation is based on the minimizatiosqufarederror, a few extreme observations

can exert a disproportionate influence on parameter estimdéefi(valandKumar,2012; Nau,

2016. Calculation of confidence intervals and various significance tests for coefficients are all
based on the assumptions of normally distributed erdoish@rand Serena, 2005; Thode, 2002)

If the error distribution is significantly nemormal, confidence intervals may be too wide or too
narrow. In this study, the researcher used JaBgra statistical tests for normalityarqueBera
teststatistic meaures the difference of the skewness and kurtosis of the series with those from
the normal distribution (Startz, 2013); tdarqueBera statistic tests the null hypothesis of

normal distribution, and therefore should not be significaiceises of normalistribution.

Table 3.2: First results of normality test using JarqueBera

Date:

04/08/16

Time: 21:3]

Sample: 172

CRMS TNTM FREQ ENPL FLTC LDFC

10449

JarqueBere 14.12586 12.22686 13.1766Zz 2.612934 67 2.315542
0.005%3

Probability 0.000856 0.002213 0.00137¢ 0.270775 81 0.314186

Observatio
ns 144 144 144 144 144 144

Source: Research data, 2016
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Where:

CRMS = carrierso6 mar ket share
TNTM = turntime

FREQ = Flight frequency

ENPL = Enplanement

FLTC = Fleet Capacity

LDFC = Load factor

Results in Table 3.2 show that only ENPL and LDFC series failed to reject the null hypothesis of
normal distribution at the 5% significance level. Technically, the normal distribution assumption

is not necessary if one is willing to assume the model equation is correct and the only goal is to
estimate its coefficients and generate predictions in such a way as to minimize mean squared
error (Nau, 2016; Adeloye and Montaseri, 2002). The formulas fiimating coefficients

require no more than that, and some references on regression analysis do not list normally
distributed errors among the key assumptions. Real data, especially time series data, rarely has
errors that are perfectly normally distributehd it may not be possible to fit your data with a
model whose errors do not violate the normality assumption at the 0.05 level of significance
(Nau, 2016;Mikusheva, 2016) This was observed even after transforming the data into the
natural logs as shawin Table 3.3, the transformed natural logs of TNTM, FREQ and FLTC
variables could still not reject the null hypothesis at 5% significance. The researcher then settled
on the Nau (2016)6s and Andrew (20139 concl

the violations of the other assumptions since normality is a very minor concern.
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Table 3.3: Second raults of normality test using JarqueBera

Date:
04/12/16
Time: 21:3¢

Sample: 172

LNTNT
LNCRMS M LNFREQ ENPL LNFTLC LDFC

JarqueBere 5.380353 10.8754! 26.68088 2.61293: 10.44967 2.315542
Probability 0.067869 0.00434¢ 0.000002 0.27077¢ 0.030124 0.314186

Observatio
ns 144 144 144 144 144 144

Source: Resaaher, 2016

Where:

LNCRMS = natur al |l og of carrierso6 mar ket shar
LNTNTM = natural log of turrtime

LNFREQ = natural log of flight frequency

ENPL = Enplanement

LNFLTC = natural log of fleet capacity

LDFC = Load factor
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3.6.2 Other Assumptions

Heterokelasticity, serial correlations and presence of outliers were not necessary for this study.
This was due to the fact that Fully Modified Ordinary Least Squares (FMOLS) had been adopted
in the panel cointegrating equations as outlined by Phillips and M&89),1Pedroni (2000),

Kao and Chiang (1997), Phillips and Hansen (1990). This method modifies least squares to
account for serial correlation effects and for the endogeneity in the regressors that results from

the existence of a cointegrating relationshgwell robustic in dealing with the outliers.

3.7 Other Statistical Tests
3.7.1 Linearity or addivity Tests

Violations of linearity or additivity are extremely serious. If one fits a linear model to data which
are nonlinearly or ncadditively relatedthe predictions are likely to be in error. In order to test

for linearity, this study adopted Ramsey RESEKEEdression Specification Error Test) to detect
any ncorrect functional form as proposed by Ramsey (1969). The Ramsey RESET tests as
shown in thesix tables appended in Appendix VIII, indicated no evidence oflinearity since

all the 3 test statistics-§tatistics, Fstatistics, and Likelihood ratio) in the second row of the
output tables rejected the null hypotheses of-limarity in the sixlinear associations of the

constructs as proposed from the path regression analyses shown in Figures 3.1a and 3.1b.

3.7.2 Panel Unit Root Test

While dealing with panel data, researcher may have to find out if the data is stationary
(Hlouskova and WagneR005) Stationarity of data is when the mean, variance and covariance
are time invariant (they do not change over time). This was done by use of panel unit root tests;
Yi is regressed on its lagged vaMg 1 and then checked if the estimated slope faoent is
statistically equal to 1. If not, therj is nonstationary. This then requires first differencingrof

which is then regressed o 1, if the slope coefficient is 0, theviis nonstationary, and if it
negative, thery; is stationary (Hanser2014; Maddala, 2001; Gujarati, 2004). Any series that is
not stationary is said to be ngtationary. PP Fisher Panel unit root testing was performed on the

six variables. The null hypothesis being presence of a unit root.
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As appended in Appendix VII, ¢hresults showed that two series (ttime and load factor)
were stationary at order 0, while the other four variables (fleet capacity, flight frequency,

carriersod6 mar ket share and enplanement) were

directassociations of the variables would yield shartequilibriumrelationships.

3.7.3 Panel Cintegration Tests

The finding that many macro tirrseries may contain a unit root has spurred the development of
the theory of norstationary time series analysfStartz, 2013). Engle and Granger (1987)
pointed out that a linear combination of two or more-stationary series may be stationary. If
such a stationary linear combination exists, the-stationary time series are said to be
cointegrated The stationgy linear combination is interpreted as a lemg equilibrium
relationship among the variables. Given that most of variables were not stationary at order zero,
it was necessary to carry out cointegration tests before deploying the more favorable panel
cointegrating regression due to its more accuracy in estimations. The panel cointegration tests
were carried out by use of Pedroni Residual Cointegration Tests (PRCT) that evaluate the null
against both the homogeneous and the heterogeneous alternativesia3 heslopted by the
researcher since the Pedroni Residual Cointegration Tests contaistdtistics which will
enhance chances of rejecting the null hypothesis of no cointegration at the conventional size of
p<0.05.

Since the mediation model, as shownFigures 3.1a and 3.1b would require 6 regression
analyses to be carried out, the panel cointegration tests were carried on the following 6 linear
combinations. For the first and third objectives, cointegration tests were carried out on: 1),
Car r i &etshare (@RMS) and tutime (TNTM); 2), flight frequency (FREQ) and TNTM;

and 3), CRMS, FREQ and TNTM. For the second and fouth objectives, cointegration tests were
carried out on: 1), Enplanement (ENPL) and fleet capacity (FLTC); 2), Load factor {L&fC
FLTC; and 3), ENPL, FLTC and LDFC. As appended in Appended IX, Pedroni Residual
Cointegration Tests results rejected the null hypothesis of no cointegration at the conventional
size of 0.05. This means that cointegrating regressions would reswibgmuhn equillibrium

relationships.
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3.7.4Collinearity between Xs and Z (Mediating) Variables

Given that X predicts Z (mediator),utti-collinearity is to be expected mmediational analysis

and it cannot be avoide&énny, 2015; Beasley, 2012 extreme cases, the researcher might

not be able to fit the model. However, this problem can be sorted by increasing sample size
and/or number of observations (Wu, 2011), or by use of pane(@atarati and Porter, 2009;
Bruderl, 2005)Collinearity betweenhe regressors in the two mediating equations was measured
by Variance Inflation Factors (VIFs). VIFs show how much of the variance of a coefficient
estimate of a regressor has been inflated due to collinearity with the other regressors (Startz,
2013). In his study, only the uncentered VIFs were displayed in the Tables 3.26 and 3.27 of
results since the original equations did not have a constant, a property of -ectossal
cointegrating equation. The uncentered VIF is the ratio of the variance afdfieient estimate

from the original equation divided by the variance from a coefficient estimate from an equation

with only ane regressor (and no constant).

Table 3.4: An Examination of Collinearity between Turntime and Flight frequency

Variance Inflaion Factors
Date: 03/29/16 Time: 22:04
Sample: 1 144

Included observations: 142

Coefficient Uncenterec

Variable Variance VIF
TNTM 0.011750 1.449119
FREQ 5.95E05 1.449119

Source: Researcher, 2016
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Where:
TNTM = turntime

FREQ = Flight frequency

Table 3.5: Examination of Collinearity between Fleet Capacity anf Load Factor

Variance Inflation Factors
Date: 03/29/16 Time: 22:05
Sample: 1 144

Included observations: 142

Coefficient Uncenteed

Variable Variance VIF
FLTC 8.098672 1.286764
LDFC 2707.747 1.286764

Source: Researcher, 2016

Where:
FLTC = Fleet Capacity
LDFC = Load factor

Results in Table 3.26 and Table 3.27 showed VIFs of 1.449 and 1.287 resgeéti;commonly

given rule of thumb is that VIFs of 10 or higher may be a reason for concern (Stevens, 2009).
This is, however, just a rule of thumb; Allison (2009) says he gets concerned when the VIF is
over 2.5. Since VIFs in the tables are less than thé study concluded that there is no

multicollinearity problem between the variables.
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3.8 Data Analysis and Presentation

Both descriptive and inferential statistics are utilized. Mean, Standard deviation, median, and
percentages have been used to amalje effect of the low o s t carrierso6 key
airline performance. Pearson correlation and path regression analyses were also used. It was
envisaged that the mediator would either nullify (completely mediate) or reduce (weaken) the
causal effet oflomc o0 st carri erso6 key factors on airlini
have also been used for simple, easy and attractive presentation of the collected and analysed

data.

3.9 Mediation Regression Model Specification

As shown in Figure .1, a mediation model offers an explanation for how, or why, two variables
are related where an intervening or mediating variable, M, is hypothesized to be intermediate in
the relation between an independent variable, X, and an outcome, Y (Fairchild ekidrida,

2010; Kim, Kaye and Wright, 2001). More recent research have supported Baron and Kenny

(1986) tests for statistical mediation based on coefficients from two or more of the following

equations:

F S I S R A S U RPN (3.1)
M=h+ aXéééllééééé. ééé. .. ......66.. 666.6.6.6.
Y=bs+ c' X 36éékér. &) é. é. 6. 66é6¢é..66é.6. .6,

Where:

M is the mediating variable

c is the overall effect of the independent variable X on Y;

c' is the effect of the independent variable X on Y controlling for M;
b is the effect of the mediating variable on Y;

a is the effect of the independent variable X on thdiater;

b1 1 bs are the intercepts for each equation; and
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U1 G are the corresponding residuals in each equation.

After these parameter estimates have been ascertained, Sobel (1982) suggested that indirect
effect be calculated by multiplying two regression @iogits from Equations 3.3. and 3.4. A
product is formed by multiplying two coefficients together, the partial regression effect for M

predicting Y,b1, and the simple coefficient for X predicting M; a
Dindirect effect = 1% @1 ..iiiiiiiiiiiiit e (3.4)
Thus, the proportion of the-X relation that is attributable to M will be:

T (B1% BL)/C e (3.5)

Sobel Test for the significance of mediation is then determined by use of this formula:
Z = (BSEY R (FIBE SIP) oo s (3.6)

Wherea and b are the standardized regression coefficients smend sb are their standard

errors.

Hoyle and Robinson (2003) citéldat prior to using path analytic regression techniques, Pearson
correlations among variables in the model are examined. The predictor variable must be
significantly associated with the dependent variable and with the mediator; and the mediator
must be ginificantly associated with the dependent variable. The following formula was used to

calculate Pearson r correlation (Cohen, Cohen, West, and Aiken, 2003):
Correlation (r) = [NZXY - (ZX)(ZYV)[/V(INEX® — (ZX)?][NEY? — (ZV)?]) cooeen. (3.7)

Where:
r = Pearson r correlation coefficient

N = number of values in eh data set

xXy = sum of the products of paired scores
XX = sum of x scores
xy = sum of y scores

x ¥X= sum of squared x scores

x = sum of squared y scores

41



In line with the above requirement by Baron and Kenny (1986), the researcher, carried out

correlatonal analysis as below:

Table 3.6: Correlational analysis between Tura i me ,

Market Share

Covariance Analysis: Ordinary

Date: 04/01/16 Time: 19:20

Sample: 172

Included observations: 144

Correlation
t-Statistic
Probability
Observations CRMS TNTM FREQ
CRMS 1.00000(
144
TNTM -0.04457¢  1.00000!
-0.53174: -
0.5957 -
144 144
FREQ 0.81700¢ -0.26675.  1.00000(
16.8840: -3.29823. -
0.000( 0.001z -
144 144 144

Source: Researcher, 2016

Table 3.6indicates that tuntime is negatively correlated with both flight frequency and carrier

mar ket

shown by the value (r .27, pvalue of 0.001) and (r .04, pvalue = 0.596). This means that

shar e,

t hough
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if turn-time is enhanced, both flight frequency and the carrier market share will reduce, but flight
frequency will be more reduced. However, the abovdetaidicates that there is a strong
significant positive correlation between flight frequency and carrier market share as shown by
the value (r = 0.82,-palue = 0.000). This means that if flight frequency is enhanced, the carrier
marketshare will be enhaced too.

Table 3.7: Correlational Analysis between Fleet Capacity, Load Factor and Enplanement

Covariance Analysis: Ordinary
Date: 04/12/16 Time: 22:50
Sample: 172

Included observations: 144

Correlation
t-Statistic
Prabability
Observations ENPL FLTC LDFC
ENPL 1.00000(
144
FLTC 0.87857¢  1.00000!
21.9211( -
0.000C  -----
144 144
LDFC 0.63191° 0.47406(  1.00000(
9.71589. 6.41592( = -----
0.000( 0.000C -
144 144 144

Source: Researcher, 2016
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Table 3.7 indicates that fleet capacity has a significant positive correlation with both
enplanement and load factor, though the relationship is stronger with respect to enplanement, as
shown by tle values ( r = 0.88,-palue = 0.000) and ( r = 0.47;value = 0.000) respectively.

This means that if fleet capacity increases, both load factor and the enplanement will increase,
but enplanement will be more enhanced. However, the above table inthedtégere is a strong
significant positive correlation between load factor and enplanement as shown by the value r =
0.63, pvalue = 000. This means that if load factor is enhanced, enplanement will be enhanced
too.

After significant (although this is at always a must condition as stated by MacKinnon,
Fairchild, & Fritz, 2007) correlations have been established, three multiple regression analyses
are performed. Mediating effects in this study were investigated through path analysis, which is a
series ofregression equations that track out the direct and indirect path ways between predictor
and dependent (or outcome) variables. In the first regression equation 3.2, the significance of the
path X to the dependent variable Y is examined. In the secondssemreequation 3.3, the
significance of the path from X to M is examined. Finally, the significance of the path M to Y is
examined in the third regression equation 3.4 by using X and M as predictors of Y. In the third
equation, simultaneous entry is us&inultaneous entry allows for controlling the effect of X
while the effect of M on Y is examined, and controlling the effect of M while the effect of X on

Y is examined. The results are then compared, that is, the relative effect of X on Y (when M is
controlled in the third equation) to the effect of X on Y (when M is not controlled in the first
equation). If the path X to Y in the third equation is reduced to zero, it provides strong evidence
for a single, dominant mediator. If the residual path X to Noszero, it indicates that multiple
mediating factors may be operating. The degree to which the effect is reduced (the change in the
regression coefficient in Equation 3.4 versus the regression coefficient in Equation 3.2) indicates

how powerful the medtar is (Baron and Kenny, 1986; Holmbeck, 1997).

Panel data give more informative data, more variability, less collinearity among variables, more
degrees of freedom and more efficiency (Gujarati, 2004; Bruderl, 2005). Panel data presents two
big advantage over ordinary time series or cross section data. The obvious advantage is that
panel data frequently has lots and lots of observations. The not always obvious advantage is that
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in certain circumstances panel data allows you to control for unobserviadti@sould otherwise

mess up the regression estimation. A key assumption in most applications of least squares

regression is that there arenot any omitted
explanatory variables. (Omitted variables cause lsgisares estimates to be biased). The usual
problem is that i f you donét observe a variahb

the regression. Panel data allows for the use of fixed effects to make up for the omitted variable.

The general p#el data model will consist of three equations as follows:

Yi= +®&Kyruréééééeéééee. . é........eeéceéeceeecee. é. (
Mi= o+d@dXy+tunéééééééeeée. ... eééé. é&. . ... .eeéceeeeee. . ¢e.
Yi= 3+ EXy+bMi+unxé é . éééeéééeeé. . ... e.ee.éeée€delo)

Where:

cis the overall effect of the independent variable X on Y respectively;

c'is the effect of the independent variable X on 'Y controlling for M respectively;

bis the effect of the mediating variable M on Y respectively;

ais the eféct of the independent variable X on the mediator M respectively;

b1 bzis the intercept (crossection fixed effects) for each equation; and

uLT ugis corresponding residuals (both perspecific and idiosyncratic) in each equation.
=1, 2 and is the individual airline dimension (craesstion identifier)

t=1,2.... 72, and is time dimension.

3.9.1 The effectofturnit i me on t he carriersod mar ket shar e

To determine the effect of TNTM on CRMS, equation will be:

Yimbi+oXnt+uné ée. ... ... ... .€eéeeéee.

(N
(N
(N
(N
(N
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3.9.2 The effect of the Fleet Capacity on the Enplanement

To establish the effect of FLTC on ENPL, the equation will be:

""""""""

3.9.3 The influence of the mediator variake, flight frequency, on the relationship between
theturnt i me and carriersd6 mar ket share

Independent Variable Dependent Variable

TNTM (X CRMS Y

\ 4

a Mediating Variabl D

FREQ (V)

Figure 3.1a: Path Analysis Diagram for the mediated effect ofttirhrme on carri er s o

Source: Researcher, 2016

Thus, to examine the influence of the mediating flight frequency on the relationship between

turntime a n d rmaaket share, the féllowing 3 regression equations will be:

To test if TNTMiphmeddinethsd ECRMS .YY .. . é. . é. é.

Totestif INTMpr edi ct s nFREGQXr+Mtéé. . ... ...........éé (3.14
To test if TNTM stildl predicts CRMS, when M
Y=+ ciXnnt+tbMirttwuié e e ééé. . éee. ... ... .eeee.é.. ( 3.
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3.9.4 The influence of the mediator variable, load factor, othe relationship between fleet

capacity and enplanement:

Independent Variable Dependent Variable

FLTC ¢X c2 ENPL ¢Y

v

ediating Variale
LDFC (W)

Figure 3.1b: Path Analysis Diagram for the mediated effect of fleet capacity on enplanement

Source: Researcher, 2016

Thus, to examine the influence of the mediating load factor on thgoreship between fleet

capacity and enplanement, the following 3 regression equations will be:
To test if FLTCyor+editcupns. ENPL. Y. Y.

To test if F L T2 bprragdtiucé 6. LOECYM.

To test i f FLTC stildl predicts ENPL, when

//////////

Where:
CRMS i s craetghareer s6 ma
TNTM is turntime
FREQ is flight frequency
ENPL is enplanement

FLTC is fleet capacity

a7

M

. é



LDFC is load factor

ci, and e, is the overall effect of the independent variable ad X on Y; and Y>

respectively;

c'1,and cis the effect of the indegmdent variable Xand X on Yiand Yz controlling for My
and M, respectively;

b, and bis the effect of the mediating variable nd M, on Yiand Y2respectively;

ai, and a is the effect of the independent variable &hd X on the mediator Mand M

respectively;
b11 bsis the intercept (crossection fixed effects) for each equation; and

uLT ue is corresponding residuals (both perspecific and idiosyncratic) in each equation.

According to Wu (2011) and Hoyle and Robinson (2003), teedciation of M to X, or Y to M,
influences the possibility of detecting mediation effects. A high M association implies that
more variance in M is explained by X, and there is less variance in M to contribute to the
prediction of Y. If the Mi Y assoacation is slightly stronger than the XM association, it is

easier to detect the mediating effect.

M completely mediates -X relation if all the three conditions are met: (1) X predicts Y, that is,

Howy: ¢ = 0 is rejected, (2) X predicts M, that isdi a = 0 is rejected, and (3), X nolonger
predicts Y, but M does when both X and M are used to predict Y (Wu, 2011; Hoyle and
Robinson, 2003; Fairchild and Mackinnon, 2010), that igyHb = O is rejected andod: ¢ Nj = O
is not rejected. M partiallymediates XY relation if all the three conditions are met: (1) X
predicts Y, that is, bliy: ¢ = 0 is rejected, (2) X predicts M , that isydi a = O is rejected, and

(3), both X and M predict Y, but X has a smaller regression coefficient when botd M ane

used to predict Y than when only X is used, that is, boethyld =0andld4: c N} = 0 are r
M does not mediate-X relation if any of the three conditions are met: (1) X does not predict M,

that is Ry a = 0 is not rejected (2) M does not predict Y, thatagyH = 0 is not rejected, and

(3), the regression coefficienf X remain the same before and after M is used to preditttaY,

iSHow: CcNj = 0 i sand&ugde20i4ed ( Kenny
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CHAPTER FOUR
RESULTS AND DISCUSSIONS

This chapter gives the data descriptive statistics and presents mediation analysis on the
hypothesized mediator variable. The results are analyzed based on the objectives of the study
which were to determine effect of tutime on market share, fleet capacity on enplanement,
influence of flight frequency as a mediator on the relationship betwepsime and market

share, and load factor as a mediator on the relationship between fleet capacity and enplanement

in Kenya.

4.1 Descriptive Statistics

Descriptive statistics are used to describe the basic features of the data in a study. They provide
simple summaries about the sample and the measures. Together with simple graphics analysis,
they form the basis of virtually every quantitative analysis of data (Trochim, 2006). Descriptive
statistics do not, however, allow us to make conclusions beyond thevdahave analysed or

reach conclusions regarding any hypotheses we might have Balibi€, 2009).They are

simply a way to describe our data.

Table 4.1: Summary of the Descriptive Statistics

CRMS TNTM FREQ ENPL FLTC LDFC
Mean 13.25694  32.60417 2063264 13979.23 295.3542  65.37500
Median 12.00000 29.00000 229.5000 13655.50 284.000C 65.00000
Maximum 31.00000 56.00000 342.0000 30164.00 563.000C 89.00000
Minimum 3.000000 17.00000 54.00000 2471.000 48.0000C 39.00000
Std. Dev. 7.483078  11.89360 85.49353 6743.552 179.7084 9.010386
Skewness 0.739046  0.385762 -0.558968  0.279553 0.15600€ 0.107684
Kurtosis 2.588230 1.798934 2.027209  2.649443 1.717714 3.582701

JarqueBera 1412586  12.22686 13.17662  2.612934 10.44967 2.315542
Probability 0.000856  0.002213 0.001376 0.270775 0.005381 0.314186
Sum 1909.000 4695.000 29711.00 2013009. 42531.0C 9414.000
Sum Sq. Dev. 8007.493  20228.44 1045208. 6.50E+09 4618203. 11609.75
Observations 144 144 144 144 144 144

Source: Researcher, 2016
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Where:

CRMS is carrierso mar ket share
TNTM is turntime

FREQ is flight frequency

ENPL is enplanement

FLTC is fleet capacity

LDFC is load factor

The mean of carrierso6 mar k%4 lowsrithan thoseilmvostl 3. 2 6 %
carriers in Middle East, which is abotimie 18. 5%
has a mean of 32.60 minutes, this is almost the same as that reported by Damuri and Anas (2006)

for the ASEAN lowcost carriers, dulower tan  Dr esner ( 2 @6l03minutes f i nd i
averaged turaround time for the US lowost carriers. Flight frequency has a mean of 204.91
scheduled flights over the period. On the other hand, enplanement has a mean of 13868.90
passengers, whildelet capacity has a mean of 295.35 seats. Load factor has a mean of 65.38%,

this is consistent with the finding of IATA (2013) which reported a mean of 65.3% for African
airlines during the year 2012 but far much lower than Vidovic, Steiner, and Babi¢ J200s

finding of 80% in Croatia.

The median is a robust measure of the center of the distribution that is less sensitive to outliers
than the mean. The median of -tnerhasiaeedmaof28ar k et
minutes. Flight frequency Ba median of 229.5 number of scheduled flights over the period. On

the other hand, enplanement has a median of 13655.5 passengers, while fleet capacity has a

median of 284 seats. Load factor has a median of 65 per cent.

Carrierso6 mar keum valde @fr32% dnc & miramumwaakie ah3%. Ftime
maximum value and minimum value are 56 minutes and 17 minutes respectively, while 342
scheduled flights and 54 scheduled flights are the maximum and minimum values respectively

for the flight frequency.Enplanement has a maximum value of 30164 passengers and a
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minimum value of 2471 passengers, while fleet capacity has a maximum and a minimum value
of 563 seats and 48 seats respectively. On the other hand, load factor has a 89% and 39% as its

maximum and fmimum values.

The standard deviation of c ar r iirme hada stardardk e t S |
deviation of 11.89 mutes. Flight frequency hasstéandard deviation of 85.49 scheduled flights

over the period. On the other hand, enplanerhasta standard deviation of 6743.5 passengers,

while fleet capacity has a standard deviation of 179.7 seats. Load factor has a standard deviation

of 9.01 per cent.

The skewness of a symmetric distribution, such as the normal distribution, is zero.ePositiv
skewness means that the distribution has a long right tail and negative skewness implies that the
distribution has a long left tailDpane and Lori, 2011Jushanand Serena, 2005 ar r i er s O
market share, turime, enplanement, fleet capacity and loadtdér are positively skewed as
indicated by the values 0.74, 0.39, 0.28, 0.16 and 0.11 respectively, this means that the mass of
the distribution is concentrated on the righ
skewed while load factor beirthe least positively skewed. On the other hand, flight frequency

is negatively skewed as shown by the vald®6, this implies that mass of the distribution is
concentrated on the left.

The kurtosis of the normal distribution is Bugharand Serena, ZB). If the kurtosis exceeds 3,

the distribution is peaked (leptokurtic) relative to the normal; if the kurtosis is less than 3, the
distribution is flat (platykurtic) relative to the normal. All variables except load factor are
platykurtic as indicated b®.59 for carrier market share, 1.80, 2.03, 2.65 and 1.72 fotitoe

flight frequency, enplanement and fleet capacity respectively, implying that their standard
deviations from the mean are large. Load factor is leptokurtic as indicated by the &Hue 3.
implying that its standard deviation from the mean is small and fleet capacity has the flattest

distribution.
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4.2 The Nature of Relationships between the variables

Regarding the path regression analyses developed from Figures 3.1a and 3.1b thatdvere us

this study, this section sought to determine the nature of relationships that existed, as shown by

the following six scatter diagrams between: turh me and car r i edtmeéandmar k et
flight frequency, f | i g hdharef fleet gapaxity @and erplanémenta r r i

fleet capacity and load factor, load factor and enplanement.

For the first objective, the study sought to determine the effect otturrme on carri er s
share. Figure 4.1 suggests thatturh me a n dnarkeharernegativedy elated. This implies
thatasturt i me i ncreases, the carriersod6 mar ket shai

50

40

30 —

total crms

20 o

10

10 15 20 25 30 35 40 45

average turn-time

Figure 4.1: Scatter diagram depicting the relationship betweettturne and carri er s o

share

Source: Researdn, 2016

For the second objective, the study sought to establish the effect of fleet capacity on
enplanement. Figure 4.2 next page suggests that fleet capacity and enplanement are positively
related. This implies that as fleet capacity increases, enplabh@mecases. The plots are not far

from the regession fit; this means that fleet capacity does explain much of the variance in

enplanement.
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Figure 4.2: Scatter diagram depicting the relationship between fleet capacitypdanteenent

Source: Researcher, 2016

For the third objective, the study sought to examine the influence of flight frequency as a
mediator on the relationship between {owo s t cartriineer s@dnd ucarriersbo
Figure 4.3a suggests that tttirme and flight frequency are negatively related as indicated by the
steep slope. This implies that as ttime increases, the flight frequency reduces.
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Figure 4.3a: Scatter diagram depicting the relationship betweetimerand flight frequency

Source: Researcher, 2016
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Figure 4.3b: Scatter diagram depicting the re

market share

Source: Researcher, 2016

Figure 4.3b suggests that there is strgmugitive association between flight frequency and
carriersd6 mar ket share. This implies that as

increases.

For the fourth objective, the study sought to analyze the influence of load factor as a noediator

the relationship betweenlewo st carri erso6 fl eet capacity and
that fleet capacity and load factor are positively, though weakly, related as indicated by a
relatively flatter slope. This implies that as fleet capacityreases, load factor increases but in

small amounts. This is supported by IATA (2015) finding that reported th&frice, there was

fleet capacity expansion of 5.2% and load factor rose 1.9 percentage for the same year 2013.
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Source: Researcher, 2016
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Figure 4.4b: Scatter diagram depicting the relationship between load factor and enplanement

Source Researcher, 2016
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Figure 4.4b suggests that load factor and enplanement are positively related; implying that as

load factor increases, enplanement too increases.

4.3 Inferential Analysis

It is well known that many economic time series are differeste¢gionary which produce
misleading results, with conventional Wald tests for coefficient significance spuriously showing
a significant relationship between unrelated series (Phillips, 1986). Engle and Granger (1987)
note that a linear combination of two more [1) series may be cointegrated, and such linear
combination yields a longun relationship between the variables. Phillips and Moon (1999),
Pedroni (2000), Kao and Chiang (1997), Phillips and Hansen (1990) suggested the use of Fully
Modified Ordinay Least Square (FMOLS) to provide optimal estimates of cointegrating
regressions. The method modifies least squares to account for serial correlation effects and for
the endogeneity in the regressors that results from the existence of a cointegraimshgba

Thus, in the following analyses, the reseacher adopted Fully Modified Ordinary Least Square in
the panel cointegrating regressions to overcome the problems of heterokedasticity, serial

correlations and the outliers which are common with ordilesast squares (OLS).

4.3.1 Effect of Turntime on the market share of lowcost carriers in Kenya

The first objective examines the effect of time on the market share of levost carriers in

Kenya. Table 4.2 shows the results of the panel cointegraigngssion analysis.
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Table 4.2: Regression results of the effect of Turh i me o

Dependent Variable: CRMS

Method: Panel Fully Modified Least Squares (FMOLS)

Date: 04/01/16 Time: 19:42

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estimation

Cointegrating equation deterministics: C

Coefficient covariance computed using default method

Long-run covariance estiates (Bartlett kernel, Neweyest fixed
bandwidth)

Variable Coefficient Std. Erro t-Statistic  Prob.

TNTM -0.93819 0.13524¢ -6.93678. 0.000(

R-squared 0.36366. Mean dependent val 13.3943
Adjusted Rsquared 0.35450¢ S.D. dependent var 7.44431¢
S.E. of regression  5.98095¢ Sum squared resid 4972.29(
Longrun variance 90.9163t

Source: Researcher, 2016

n

t

he

carriersbo

The results of the regression analysis in Table 4.2 indicate thairhers a significant negative
predictor of <carri er s 6-09382 kgainst agpdiua of ©.0080sThisndi c a

implies that any additional 1 minute of tatime will result in the reduction of market share-by

0.94%. This implies that longeurn-around time results in the loss of market share. The null

hypothesisHo: that turntime has no effect on the market share of-tmst carriers in Kenya is

rejected. The standard error which is a measure of uncertainty about the true value of the

regression (turrtime) coefficient is 0.14%, meaning the coefficient of ttime could be lower

57

ma



or higher than -0.94% by 0.14%. The standard error of the regression for this equation is 5.98%
meaning that the porti on o fmnotcha accourded $obby itsa r k e t
systematic relationship with values of ttime is 5.98%. The Rstatistics measures the overall

fit of the regression line, in the sense of measuring how close the points are to the estimated
regression line in the scatteopl The R is 0.364 and the adjusted R 0.355, the difference in

this case being 0.009 which is far much lower than 0.05 as suggested by Field (2a66) for

model to be valid, andtable for prediction. Thus, the tutime construct accounts for 36.466

the carriersodé6 market share. This is support
dependent variable is just slitphgreater than the standard error of the regression (, that is 7.47

is slightly greater than 5.99). Sample mean of the degendriable is 13.39% and its standard
deviation is 7.44 per cent meaning the values
which is higher or less than 13.39% by 7.44 per cent.

Therefore, the model equation for this relationship is:

crms =C - 0.9382*tNtM + (5.98) ...ooiiiiiiiiieeeeeec e (4.1)

Where: C represents the individual cresstion fixed effect, and is as follows:

C
Fly540 32.63
Jetlink 55.84

5.98 being the StandaError of the regression, that is the discrepancy between the actual values

and predicted values of of carriersod mar ket s

Previous studies (, that is Kunze, Schultz, and Fricke, 2011; Trabelki2013; Vidosavljevic

and Tosic, R10; Norin, 2008; Gok, 2014) have, however, investigated about the best models for

the turraround operations that would minimize delays, and consequently, costs. Bhaskara
(2014) , | sr ael (2015) , Sentence (2004the and Q

market share that the leeost carriers have claimed from the incumbents (full service carriers).
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O6Connell and Williams ( 20-@oét)carriens dad daanted15.2% h a t
mar ket share from t he i nceambrem19%8&D03.nBhaskara t s ha
(2014) reported that Spirit airlines claimed a market share of 4% within 3 months from American
airlines following her entry. | sr ael (2015) 0s
carriers has increased wonhdde by about 22% over 33 years between early 1980s to 2013.
Sentence (2004) reported that LCCs had accumulated around 34 per cent of this market in the

UK within 5 years from 1999 2004.

Given that lowc o st C a r-time econstiuct had mat been coreigd in previous
investigations, the relation between tirn me and carri ersd® mar ket sheé
current study, which sought to determine the relationship betweetirherand market share of

low-cost carriers in Kenya and the results the first objective indicate that tutime is a

significant negative predictor of market share of the-tmst carriers, that is, one minute longer

in the average turtime will result in a decrease of 0.94% inthelow st carri er sé ma
The resilts from this study has therefore shown that the economic benefits of implementing
efficient turnraround models extend from the immediate reduction of operating costs, as already
shown by previous studies, togainoflowo st car r i er s dongmanraksbdwnlsyh ar e

this study.

4.3.2 Effect of Fleet capacity on Enplanement

The second objective examines the effect of fleet capacity on enplanieyniem-cost carriers

in Kenya.
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Table 4.3: Regression results of the effect of fleet capgcon enplanement

Dependent Variable: ENPL

Method: Panel Fully Modified Least Squares (FMOLS)

Date: 04/12/16 Time: 22:54

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estimation

Cointegrating equation deterministics: C

Coefficient covariance computed using default method

Long-run covariance estimates (Bartlett kernel, Newésst fixed
bandwidth)

Variable Coefficient Std Erro1 t-Statistic  Prob.

FLTC 35.4105. 2.78952¢ 12.6940¢ 0.000(

R-squared 0.78258: Mean dependent var 14129.9¢
Adjusted Rsquared 0.77945¢ S.D. dependent var 6668.08!
S.E. of regression  3131.47: Sum squared resid 1.36E+0¢
Longrun variance 2698617!

Source: Researcher, 2016

Therefore, the model equation for this relationship is:

enpl = C + 35.4105*lC 4 (BL3L.47) oiiiiiiiiiteee ettt

Where: C represents the individual crsgstion fixed effect, and is as follows:
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C
Fly540  4642.18
Jetlink  2703.12

3131.47being the standard error of the regression, that is the discrepancy between the actual

values and predicted values of enplaeat using the model.

Results of the regression analysis in Table 4.3 indicate that fleet capacity is a significant positive
predicte of enpl ane me ntaluewsi0t0000. Bhis impliéssthadahy, additional 1

seat will result in a monthly increase of 35.41 passengers. The null hypottgsikat fleet

capacity does not have an impact on enplanement bgdstvcarriers in Kya is rejected. The
standard error of the fleet capacity effect is 2.79 passengers meaning the coefficient of fleet
capacity could be lower or higher than 35.41 passenger by 2.79 passenger. The standard error of
the regression for this equation is 3131péssengers meaning that the portion of enplanement
score that cannot be accounted for by its systematic relationship with values of fleet capacity is
3131.47 passengers. ThéiR0.7825 and the adjusted R 0.7795. The difference in this case is
0.003which is below the level of 0.05 suggested by Field (2009). This therefore implies that the
model is valid, and has stability for prediction. Thus, the regression accounts for 78.25 % of the
enplanement. This is supported by the fact that the standa@tidevf the dependent variable

is by far, actually more than twice, larger than the standard error of the regression (that is,
6668.09 is far much greater than 3131.47). Sample mean of enplanement is 14129.99 passengers,
meaning values for enplanementWwé&hin this region which is higher or less than 14129.99 by
6668.09 passengers.

The finding in the current study that fleet capacity was a significant positive predictor of
enplanement contradicts the findings by Lin (2013) and Wu (2013). Lin (201i8pied that
low-cost <carriersd emergence surprisingly has h
every 1 percent increase in deregulation, air traffic would increase with 0.00 percent. Wu (2013)

also noted that the impact of the presence ofdost carriers on traffic had diminishé&dit no

longer existed and that the mathematical relation is 1 dollar decrease on price leads to 1.07 more
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passenger s. Thi s contradiction coul d be exnp
concentrated on deregulabn as a whol e to be an independent
considered the loviare construct unlike this study that considered fleet capacity construct. Other
researchers (Dresner, 2013; Mertens and Vowles, 2012: InterVistas, 2014; Bhaskaya, 2014
employed descriptive statistics in analyzing their data and owed the changes in enplanement to

the lowfare construct. Mertens and Vowles (2012) used a group of three low cost carriers and

their results show higher figures of 67.5 percent increase lar@pent than InterVistas (2014)

and Bhaskara (2014) that assessed the effect efdmnof only one lowcost carrier, and found

an increase of 38 percent and 21.9 percent
findings show that traffic increasday 200% on a route when Southwest, a-kmogt airline,

entered, and by 82% for other la@st carrier entries.

Previous studies endeavored to find out the impact thatclavs t c a rfard censtauét | o w
would have on enplanement. However, fleet capactdnstruct had not been considered.
Therefore, the impactoflowost carri ersoé6 fl eet capacity on
current study, therefore, sought to investigate the impact of fleet capacity on enplanement by
low-cost carriers and theesults on the second objective indicate that fleet capacity is a
significant positive predictor of enplanement, that is, an increase in seating capacity by 1 seat

will result in an increase of 35 more passengers. The results from this study has thbosfare s

that lowfare construct is not the only determinant of enplanement as shown in the previous

studies, but fleet capacity, too, is a significant determinant.

4.3.3 Effect of the flight frequency as a mediator on the Relationship between Tutime
and Market Share of Low-cost Carriers in Kenya

To examine the influence of the mediating flight frequency on the relationship betwe¢émeirn

and market share of lowost carriers, the following 3 regression equations were used:
Totestif TNTM predicts CRI8 YivE bi+cXnx+uxé é . . . . . . . . é. . é. éé. (.

Totestf INTMpr edi ct s nFRERXN+Méé. . . ... ... .. ...é¢é (4
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To test i f TNTM stildl predicts CRMS, when M

//////

Yiv=bs+ciXnn+bMni+usxé é ¢ ééé. . éééé. ... ..ééé.éé.. (4.5

Where:
cu,is the overall effect of the independent variableoX Yi;
c',is the effect of the independent variable, 0% Yi controlling for M;
b1 is the effect bthe mediating variable Mon Y1, controlling for X;
auis the effect of the independent variableoX the mediator M
b1 bzis the intercept (crossection fixed effects) for each equation; and

uiT usis corresponding residuals (both perspecfic and idiosyncratic) in each equation.

STEP 1: Finding out the effect of turntime onlow-c o st carri ersd mar ket s

by the equationY1y= b1 + c1X1y + Uny

This step has been dealt with during the analysis of objectivedr Refrable 4.2 on the results
of the analysis of the effect of tuthi me on carri ersé market shar

developed as follows:

crms = C- 0.9382*tNtM + (5.98) ....ccoiiiiiiieeece e (4.6)

Where: C represents the individual cresstion fixed effect, and is as follows:

C
Fly540 32.63
Jetlink 55.84

5.98 being the standard error of the regression, that is, the discrepancy between the actual values

and predicted valuesofta i er s 6 mar ket share using the mode
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STEP 2: Finding out the effect of turntime on flight frequency as denoted by the equation

M1y= b2 + aX 11 + Uy

Table 4.4: Regression results of the effect of turtime on flight frequency

DependenVariable: FREQ

Method: Panel Fully Modified Least Squares (FMOLS)

Date: 04/01/16 Time: 19:49

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estinaati

Cointegrating equation deterministics: C

Coefficient covariance computed using default method

Long-run covariance estimates (Bartlett kernel, Newésst fixed
bandwidth)

Variable Coefficient Std. Erro  t-Statistic  Prob.

TNTM -9.93654. 1.70399° -5.83131¢ 0.000(

R-squared 0.28700: Mean dependent var 208.345:
Adjusted Rsquared 0.27674: S.D. dependentvar 84.3635¢
S.E. of regression  71.7466: Sum squared resid 715513.:

Longrun variance  14431.4¢

Source: Researcher, 2016

Results as shown in Table 4.4 indicates that-tume is a significant negative predictor of flight
frequency as-9.%wihwanpvalneyof MO00=This implies that any additional 1
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minute in turnatime will result in a monthly flight frequencyedrease of 9.94 scheduled flights.

The standard error of the tutime coefficient estimate is 1.70 meaning the coefficient of-turn
time for the model could be lower or higher th@rD4 number of scheduled flights by 1.70. The
standard error of the regstsn for this equation is 71.75 scheduled flights meaning that the
portion of flight frequency score that cannot be accounted for by its systematic relationship with
values of turrtime is 71.75 scheduled flights. Thé R 0.2870 and the adjusted R 02767.

The shrinkage in this case is 0.0103 which is below the level of 0.05 suggested by Field (2009).
This therefore implies that the model is valid, and has stability for prediction. Thus, the
regression accounts for 28.7% of the flight frequency. ®supported by the fact that the
standard deviation of the dependent variable is slightly larger than the standard error of the
regression (that is, 84.36 is slightly greater than 71.75). Sample mean of flight frequency is
208.35 scheduled flights and $andard deviation is 84.36 meaning the values of the flight
frequency lie within this region which is higher or less than 208.35 by 84.36 number of
scheduled flights.

The study therefore developed the following analytic model for predicting flightenegu

freq = C-9.93B5* UM + (71.75) cvvrveeveeeereeeeerereeeeeeeesssesseeseseseesessesesseseeeeseeseseeseeseseens 4.7)

Where: C represents the individual crssstion fixed effects, and is as follows:
C
Fly540 434.43
Jetlink 636.89

71.7 being the sindard error of the regressidhat is the discrepancy between the actual values

and predicted values of flight frequency using the model.

STEP 3: Finding out the effect of flight frequency as a mediator on the relationship
between market slare of low-cost carriers and turn-time as denoted by the equatiory 1y=

b3 + c'1 X1t + biM 1y + U3y
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Table 4.5: Regression results of the effect of the mediating flight frequency on the

relationship between cadmei ersd6 mar ket share a

Dependent Variable: CRMS

Method: Panel Fully Modified Leasg8ares (FMOLS)

Date: 04/01/16 Time: 19:53

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estimation

Cointegrating equation deterministics: C

Coeffident covariance computed using default method

Long-run covariance estimates (Bartlett kernel, Newésst fixed
bandwidth)

Variable Coefficient Std. Erro  t-Statistic  Prob.

TNTM -0.30787° 0.10839! -2.84022: 0.005Z
FREQ 0.06056:« 0.00771: 7.85277:. 0.000(
R-squared 0.75295¢ Mean dependent var 13.3943

Adjusted Rsquared 0.74758¢ S.D. dependentvar 7.44431t
S.E. of regression  3.74007( Sum squared resid 1930.36:

Longrun variance 40.0113¢

Source: Researcher, 2016

Table 4.5 indicates thattutni me i s a signi ficant negative pr e
b -6.3079 against a-palue of 0.0052. This implies that any additional 1 minute in-tume,

controlling for flight frequency, will result in a monthl car ri er sé mar ket s h
0. 31%. FIlight frequency is a signifiva@ueaonft posi

0.0000. This means that any additional 1 scheduled flight will result in a monthly increase of
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carrierso6 mae¥k &he stanthaedrereor df yim® coefficgent estimate is 0.11%

meaning the coefficient of twtime in the equation could be lower or higher by 0.11% while the
standard error of flight frequency effect estimate is 0.01 meaning the coefficient df fligh
frequency could be lower or higher by 0.01%. The standard error of the regression for this
equation is 3.74% meaning that the portion ¢
accounted for by its systematic relationship with values of-tiora andflight frequency is

3.74%. The Ris 0.7530 and the adjusted R 0.7476. The difference in this case being 0.0054

which is less than the level of 0.05 suggested by Field (2009). This therefore implies that the
model is valid, has stability for predictioThus, the regression accounts for 75.30% of the low

cost carriersd market share. This is support
dependent variable is by far much larger than the standard error of the regression (7.44 is far
much largetthan, twice the size of, 3.74). This implies that the regression has explained a huge
portion of the variance in carriersé market s
per cent flightsand its standard deviation beidigl4d% means thevalse of t he carri er

share lie within a region which is higher or less than 13.39% by 7.44 per cent.

Thus, the analytic model for predicting carri

crms = C-0.3079*tntm + 0.0606*freq + (3.74) ..ccevvveeeieeiiiei e, (4.8)

Where: C represents the individual cresstion fixed effect, and are as follows:
C

Fly540 5.84
Jetlink 16.14
3.74 being the standard error of the regression, that is, the discrepancy between the actual values

andpedi cted values of carriersd6 mar ket share us

Thus, the summary of the path regression analyses for the mediating flight frequency will be as

follows:

Crms =-0.9382*INIM + (5.98) ....uuiiiiiiiiiiiiiiiiie e e (4.9)
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freq =-9.9365*tntm + (71.75)

crms =-0.3079*tntm + 0.0606*freq + (3.74) ..ocevveeeeeieiiieieee e (4.11)

Independent Variable

Dependent Variable

Figure 4.5 Estimated Path Analysis Diagram for the mediated effect oftturnm e

TNTM(Y) c1=- 0.9382 CRMS O
c1=-0.3079
TNTM (¥ CRMS Y
a1 =-9.9365 Mediating Vari 1=0.0606
FREQ (M

market share

Source: Researcher, 2016

on

carri

The indirect effect coefficient ien calculated by multiplying two regression coefficients, the

partial regression effect for M predicting ¥, and the simple coefficient for X predicting I,

as indicated below:

D indirect effect = b1* a1

= 0.0606 *-9.9365

=-0.6018

Thus, the proportion of the-X relation that is attribatble to M will be as indicated in the Table

4.6:
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Table 4.6: Analysis of the mediating impact of Summary of the results of the influence of

flight frequency as mediator on the relationship between turd i me and carri er s

share
Percentage
al by Produ¢ of aib: c change b /c)
Turntime  -9.9365 0.0606 -0.6019 -0.9382 64.14%

Source: Researcher, 2016

As summarized in Table 4.6, the effect of ttime on flight frequencya, is -9.9365; while the

coefficient of flight frequency, while controlling for twtime, is 0.0606. Thus, the product of

aib: is - 0.6018, and the proportion with respectctes 0.6414 This means out of all (100%)

effects that turn i me wi | | have on carri er sidattrindgablctet s ha

flight frequency.

Significance Test for Mediation

This test determines whether the mediator variable significantly carries the influence of an
independent variable to a dependent variable, that is, whether the indirect effect of the
independent variable on the dependent variable through the mediator variable is significant
(Sobel, 1982; Wu, 2011). The following formula is used:

Z = (ASEY R (FIBESI) oo (4.13)
Wherea and b are the standardized regression coefficients smend sb are their standard

errors.

The researcher useStatistics Calculatoto calculate the &oel test statistics against a null
hypothesis of indirect effect coefficient being zero. This calculator returns the Sobel test statistic,
and both ondailed and twetailed probability values as shown in the Table 4.7

(http://www.danielsoper.com/ statcalc/calculator.aspx? ifl=31
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Table 4.7: The Results of the Sobel Test for significance of the mediating flight frequency

A 9988 Sobel test statisti-4.68208718
8 0.0606 Onetailed probabity: 0.00000142
SEa:1.7040

Two-tailed probability =~ 0-0000028
SEs:0.0077
(a) (b)

Source: Researcher, 2016

From Table 4.7, the Sobel test statisticsh6821 againsa onetailed pvalue of0.0000 or a
two-tailed pvalue of 0.0000 implies that the null hypothesis of the indirect effect coefficient

being zero is strongly rejected. Thus, the mediating effect of flight frequency is significant.

Conclusion on the Mediating effect of Flight freqiency on the Turntime i Car r i er s 6

Market Share Relationship

M (flight frequency) partially and significantly mediates tiime and lowc o st car ri er s o6
share relation by 64.14% since all the 4 conditions have been met: (1), Xirftajrpredicts Y
(carriersd mar k@gt=0Ii ejeael; (2), X litatime) predjcts M (flight

frequency), that is, &y a = 0 is rejected; (3), both X (tuttme) and M (flight frequency)
predict Y (carri er s-dimemnwms &neatler reghessiore coefficiamtunthen X  ( t
both X (turnt i me) and M (flight frequency) are used
when only X (turatime) is used, that is, bothold: b = 0 and Hay. cNj = 0 are rejec

the indirect effect coefficient is significant.

Empirical studies (Manuela, 2006; Najda, 2008anget al, 2019 have investigated on the
flight frequency variable differently. Manuela (2006) considers it as independent variable on
fare, Najda (2003) treats it as a moderating variable on faraanget al, (2014) investigated

it as an independent variable on airline market expansion. Manuela (2006) found out that the
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flight frequency variable is highly significant and has a negative impact on airfare per kilometer,
and is inelastic in relation to pric&Vanget al (2014) find a negative relationship between
market concentration and flight frequen@ccording to Najda (2003), the effect of the flight
frequency of flights on a rde, served by a particular carrier, is positive and significant at the 1

percent level over each fare percentile.

Since reviewed |iterature posit f I-timgwWwHileitf reque
also independently influences other aigliperformance parameters, it therefore suggests that

flight frequency would explain why a relationship between -tunme and any other variable

occurs. However, previous studies had investigated flight frequency as either independent or
moderating varialel with respect to other airline performance parameters. No study had
considered it as a mediating variable in the relationships betweeh fjurme and carri er
share, and therefore, its metiba role was still known. Theurrent study, thereforepgght to

investigate the influence of flight frequency as a mediator on the relationship betwegméurn

and market share of lewaost carriers and the results on third objective offers evidence indicating

that flight frequency partially and significantiyediates turt i me and carri erséo
relation by 64.14 per cent. The results from this study has therefore shown that flight frequency

is an important mechanism through which ttime influencelowc o st carri er s mar |

4.3.4 Effect of Load Factor as a Mediator on the Relationship between Fleet Capacity and
Enplanement

To examine the influence of the mediating load factor on the relationship between fleet capacity

and enplanement, the following 3 regression equations will be:
Totestif L TC predict s;rlmNXy+Yé. é.Y . ... ... ...€é...¢
Totestf FLTCpr edi ct s xEBF&¥r+usvé . . . . . . . . é. ... ... 6.

To test if FLTC still predicts ENPL, when Mediator (LDFC) istih e mo d e |

rrrrrrrrr

YaA=bs+cCcoXot+bhMy+us1té 6 éé¢ééééé. . ....ée. ... ... ....¢e¢é¢e
Where:

c2is the overall effect of the independent variabj@®X Yz;
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c2is the effect of the independent variable oK Y2 controlling for My;

b2is the effect of the mediating variable Mn Yo;

& is the effect of the independent variableoX the mediator ¥

bsT bgis the intercept (crossection fixed effects) for each equation; and

usT Us is corresponding residuals (boterponspecific and idiosyncratic) in each equation.

STEP 1: Finding out the effect of fleet capacity on enplanement as denoted by the equation

Y 2= Da + X2t + sy

This step has been dealt with during the analysis of objective Il. Refattle 4.3 on the results
of the analysis of the effect of fleet capaci

developed as follows:
enpl = C + 35.4105*ltC + (BL3L.47) coouvvieiiee et (4.17)

Where: C represents the individual cresstion fixed effect, and is as follows:
C
Fly540 4642.18
Jetlink 2703.12
3131.47 being the standard error of the regression, that is, the discrepancy between the actual

values and predicted valuesemplanement using the model.

STEP 2: Finding out the effect of fleet capacity on load factor as denoted by the equation

Mot= bs + &X2t + Usy
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Table 4.8: Regression Results of the effect of fleet capacity on load factor

Dependenvariable: LDFC

Method: Panel Fully Modified Least Squares (FMOLS)

Date: 04/12/16 Time: 23:01

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estinaati

Cointegrating equation deterministics: C

Coefficient covariance computed using default method

Long-run covariance estimates (Bartlett kernel, Newésst fixed
bandwidth)

Variable Coefficient Std. Erro  t-Statistic  Prob.

FLTC 0.02678: 0.00537- 4.98371 0.000(

R-squared 0.22756¢ Mean dependent var 65.6690:
Adjusted Rsquared 0.21645. S.D. dependentvar 8.69720!
S.E. of regression  7.69861° Sum squared resid 8238.34¢

Longrun variance 100.147;

Source: Researcher, 2016

Table 4.8 show that fleet capacity has a significgtsitive effect on load factor as indicated by

b = 0. 02 eshtistec @fadi983g. tThistimplies that any additional 1 seat will result in
0.0268 percentage increase in load factor. The standard error of fleet capacity effect estimate is
0.01% meaninghe coefficient of fleet capacity could be lower or higher than 0.01%. The
standard error of the regression for this equation is 7.68% meaning that the portion of load factor
score that cannot be accounted for by its systematic relationship with valiest ebpacity is

7.68%. The Ris 0.2276 and the adjusted R 0.2165, the difference in this case is 0.011 which
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is below the level of 0.05 suggested by Field (2009). This therefore implies that the model is
valid, has stability for prediction. Thude regression accounts for 22.76% of the enplanement.
This is supported by the fact that the standard deviation of the dependent variable is slightly
larger than the standard error of the regression (8.6972 is slightly larger than 7.6986%). This
implies that the regression has explained a small portion of the variance in load factor. Sample
mean of the load factor is 65.6690% and its standard deviation being 8.6972% means the values

of load factor lie within this region which is higher or less than 865.869%6972 per cent.

From these results, the model will be:

GC = 0.0268HIC + 7.899 ... eeeeeeeeeeeeeseeeeeeeseeeseeeseeeseeeseeeseeeseeeseeeseeseseeeees (4.18)

Where: C represents the individual crssstion fixed effect, and ias follows:
C
Fly540 59.15
Jetlink 56.13

7.699 being the standard error of the regression, that is, the discrepancy between the actual

values and predicted values of load factor using the model.

The results imply that, should the lasstcarriers add to its fleet 2 more fifgeater airplanes,

such as a Canadian Royal Jet (CRJ), load factor will improve by 3%. This finding supports that
of IATA (2015) though contradicts Jenatabahd Ismail (2007). IATA (2015) reported that in
India, flee capacity climbed 3.5% in 2013, and load factor was 74.6%, up 1.7 percentage points,
while in Africa, there was capacity expansion of 5.2% and load factor rose 1.9 percentage points
to 69 percent, indicating that an increase in fleet capacity will riesatt increase ifoad factor.
However, Jenatakiahnd Ismail (2007) found out that fleet capacity is an insignificant negative
predictor in explaining the variation in load factor, with a negative coefficient.6i1. This

finding reiterates that whenare seats are availed (and this is achieved through increasing the
number of airplanes), the availability comes with flexibility in fleet scheduling and management.

This ensures more reliability that wins the confidence of the travelling public. Incrdasing
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number of equipment, and consequently the available seats, raises the value of the product to the
passenger and increased value leads to higher demand and finally higher load factors. Passengers
value the convenience increased capacity provides timethe end, more bookings are realized

which is seen in the form of rising load factor. The finding also implies that unlike in the North
America and better part of Europe, Kenya, and to a large extent Africa, still has a segment in her
population whose ppensity to travel by air can be stimulated through aggressive fare reductions
and commercial successes in product designing, promotions, marketing communications,

distributions, and service delivery, hence the need to avail more seats.

All the above angkes (Tables 4.3, 4.8) have revealed significant relationships between the
variables as required by Baron and Kenny (1986) approach. Thus the mediating effect of flight

frequency could now be confidently investigated as shown by the regression equé#tion 4.1

STEP 3: Finding out the influence load factor as a mediator on the relationship between

enplanement and fleet capacity as denoted by the equatidfay= be + c2X2t + M2y + Usy
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Table 4.9: Regression Results of the effect tbad factor as a mediator on the relationship

between enplanement and fleet capacity

Dependent Variable: ENPL

Method: Panel Fully Modified Least Squares (FMOLS)

Date: 04/12/16 Time: 23:07

Sample (adjusted): 2 72

Periods included: 71

Crosssections included: 2

Total panel (balanced) observations: 142

Panel method: Pooled estimation

Cointegrating equation deterministics: C

Coefficient covariance computed using default method

Long-run covariance estimates (Bartlett kernel, Newésstfixed
bandwidth)

Variable Coefficient Std. Erro  t-Statistic  Prob.

FLTC 29.4801. 2.84581° 10.3591: 0.000(
LDFC 217.168° 52.0360: 4.17343( 0.0001
R-squared 0.83267( Mean dependent var 14129.9¢

Adjusted Rsquared 0.82904( S.D. dependent var 6668.08!
S.E. of regression  2757.07. Sum squared resid 1.05E+0¢
Longrun variance 2167002

Source: Researcher, 2016

Results of the multiple regression analysis (Table 4.9) indicate dtiatfleet caacity and load
factor havesigi f i cant positive effect on enpl anement
value of 0.0000,md b = 2 1 7valde7f0.600drespectiyely. This implies that any

additional 1 seat will result in 29.480re passengers. On the other hand, any additional 1% in
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load factor will result in an increase of 217.17 passengers. The standard error of fleet capacity
effect estimate is 2.85 meaning the coefficient of fleet capacity could be lower or higher than
2.85 number of passengers. The standard error of the regression for this equation is 52.04
passengers meaning that the portion of enplanement that cannot be accounted for by its
systematic relationship with values of dtecapacity and load famt is 52.04 pasngers. The
standard error of the regression is 2757 passengers meaning that the estimated results for
enplanement would be a value within a region lower or higher by 2757 passengers.iShe R
0.8327 and the adjusted® B 0.8290. The shrinkage in thisseais 0.0037 which is below the

level of 0.05 suggested by Field (2009). This therefore implies that the model is valid, and has
stability for prediction. Thus, the regression accounts for 83.26% of the enplanement. This is
supported by the fact that tseandard deviation of the dependent variable is by far much larger
than the standard error of the regression (6668.08 is far much larger than, more than twice the
size of, 2757). This implies that the regression has explained a huge portion of the variance
enplanement. Sample mean of the dependent variable is 14129 and its standard deviation being
6668.08 means the values of enplanement lie within this region which is higher or less than
14129 passengers by 6668.08 passenger.

Thus, the equation model wiaveloped as follows:

enpl = 29.4801*fltc + 217.1687*IdfC + (2757.07) oot (4.19)

Where:

C represents the individual cressction fixed effect, and is as follows:

C
Fly540  -8128.379
Jetlink  -9413.565

2757.07 being the standard error of the regression, that is, the discrepancy between the actual
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values and predicted values of enplanement. Thus, the summary of the path regression analyses
for the mediating load factor will be as follows:

NPl = 35.416*FItC + (BL3L.A7) wereeeeeeieiiiiiee ettt e e e (4.20)
[dfc = 0.0268*fItC + (7.699) .....eviiiiiiee et (4.21)
enpl = 29.4801*fltc + 21A687*IdfC + (2757.07).uuuiiieeeeeee e (4.22)
Independent Variable Dependent Variable
C2=3541
FLTC X ENPL (Y
FLTC ¢X C2=29.48 | ENPL ¢y

a x0.03 =717

ediating Vari
LDFC (V)

Figure 4.6 Estimated Path Analysis &gram for the mediad effect of fleet capacity on

enplanement

Source: Researcher, 2016

The indirect effect coefficient is then calculated by multiplying two regression coefficients, the
partial regression effect for M predicting I, and the simple coedient for X predicting Ma,
as indicated below:

D NGIrECt = 02 ® B0 e ettt —————————— (423)
=217.1687 * 0.0268
=5.8201
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The proportion bthe X-Y relation that is attributable to M is (ab)/c, and ¢ = 35.4105 as indicated
in the Table 4.10 below.

Table 4.10: Summary of the results of the influence of load factor as mediator on the

relationship between fleet capacity and enplanement

Percentage
& b> Product ofa b, change & b2/c,)
Regression
coefficients 0.0268 217.1687 5.8201 16.44%

Source: Researcher, 2016

As summarized in Table 4.10, the effect of fleet capacity on load fagtds,a0268; while the
coefficient of load factor, while controlling for fleet capacity, is 217.1687. Thus, the product of
&b is 5.8201, and the proportion with respecties 0.1644 This means that out of all (100%)
effects the fleet capacity will have on enplanement, 16.44%abfeffect is attributable to load

factor.

Significance Test for Mediation

This test determines whether the mediator variable significantly carries the influence of an
independent variable to a dependent variable, that is, whether the indirect éffdet o
independent variable on the dependent variable through the mediator variable is significant
(Sobel, 1982; Wu, 2011). The following formula is used:

Z = (BSEY @S (FIBESIY) oo, (4.24)

Wherea and b are the standardized regression coefficients smend sb are their standard

errors.
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The researcher uséstatistics Calculatoto calculde the Sobel test statistics against the null
hypothesis of the indirect effect coefficient being zero. This calculator returns the Sobel test
statistic, and both onmiled and twetailed probability values as shown in the Table 4.11
(http://www.danielsoper.com/ statcalc/calculator.aspx? igl=31

Table 4.11: The Results of the Sobel Test for significance of the mediating load factor

A 0.0268 Sobel test statisti3.2015260¢
B: 217.16¢ Onetailed probability 0.00068351
SE:0.0053;
Two-tailed probability 0-0013670
SEs: 52.036(
@) (b)

Source: Researcher, 2016

The results of Table 4.11 @lv a Sobel test statistics 8f2015againsta onetailed pvalue of
0.0007or a twotailed pvalue of 0.0014mplying that the null hypothesis of the indirect effect

coefficient being zero is rejected. Thus, the mediating effect of load factor is sighific

Conclusion on the influence of Load Factor as a mediator on the relationship between fleet

capacity and eaplanement

M (load factor) partially, and significantly, mediates fleet capagitgplanement relation by
16.44% since all the 4 conditions haveen met: (1), X (fleet capacity) predicts Y
(enplanement), that is,oHy: ¢ = 0 is rejected; (2), X (fleet capacity) predicts M (load factor), that
is, Hopy a = 0 is rejected; (3), both X (fleet capacity) and M (load factor) predict Y
(enplanement), uX (fleet capacity) has a smaller regression coefficient when both X (fleet
capacity) and M (load factor) are used to predict Y (enplanement) than when only X (fleet
capacity) is used, that is, bothh¢t b=0andids: cNj = 0 are rejected;

coefficient is significant.
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The findings of this study are different from the findings of Rupp (2007), Tesfay and Selibakk
(2015), IATA (2015), Jenatabahnd Ismail (2007), Borenstein (2011), Ramdad ®illiams

(2008) and Najda (2003) since they have investigated load factor variable differently. IATA
(2015) has employed descriptive statistics in analysing the impact of fleet capacity on load
factor. Both Tesfay and Solibakke (2015) alahatabaland Ismail (2007) have modelled load
factor as a function of other independent variables. Rupp (2007) and Ramdas and Williams
(2008) investigated it as an independent variable on tHem@anperformance while Borenstein
(2011) investigates as an independerriabde on price. Najda (2003) treats as a moderating
variable onfare. IATA (2015) and Jenatabaind Ismail (2007) show mixed results of the effect

of fleet capacity on load factor. According to Rupp (2007), seating capacity and load factor have
significant negative effectsroflight delays, while Jenataband Ismail (2007) paper concludes

that the number of seats are not significant in explaining the variation in load factors. Borestein
(2011) reports that a 10% change in average load factor wouldreaptaice decline of about

15 percent. Tesfay and Solibakke (2015) paper results show that the load factors are both
seasonal and differ between flights. Ramdas and Williams (2008) show that increasing load
factor leads to greater delays when airplankzation is high, than when airplane utilization is

low.

Whereas reviewed literature indicate that load factor is influenced bythe mws t car ri er s ¢
capacity while it is also independently influencing other airline performance parameters, thereby
proposing a mediation possibility of load factor in the relationships between fleet capacity and
other airline performance parameters, previous works had investigated load factor in the airline
market as either a dependent variable, independent var@blapderating variable on fare.
None of the previous studies had considered it as a mediating variable in the relationship
between fleetapacity and enplanement. Therrent study, therefore, sought to investigate the
influence of the mediating load factoon the relationship between fleet capacity and
enplarement and the results on the fourth objective offers evidence indicating that load factor
partially and significantly mediates fleet capa@typlanement relation by 16.44 per cent. The
results from tis study has therefore shown that load factor is an important mechanism through

which fleet capacity influence enplanement.
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CHAPTER FIVE
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

This chapter summarizes the results of the study and reports the conctiraiwns In addition,
practical contributions of the study are discussed together with observed limitations. The chapter

concludes by providing potential avenues for future research.

5.1 Summary of Findings

This section provides for the summary of the fingdi of this study as per the study objectives.
The purpose of this study was to analyze the effect of mediating route characteristics on the
relationship between | ow cost carriersd key f

2012, in Kenya ttough a set of objectives realizable by way of diverse analyses.

For the first objective, the study sought to determine the effect otitnenon market share of
low-cost carriers in Kenya. The results of the study revealed a very weak insignificaintenega
correlation between turiime and lowc o0 s t carrierso6 martkmeisashar e,

significant negative predictoroflewo st carri er s® mar ket share.

For the second objective, the study sought to establish the effect of fleet capacityanie el
by low-cost carriers in Kenya. The results of the study revealed that fleet capacity has a very
strong significant positive correlation with enplanement and that fleet capacity is a significant

positive predictor of enplanement.

For the third objetive, the study sought to examine the influence of flight frequency as a
mediator on the relationship betweeniow st c a ftriinmeer sabn dt uwcramr r i er sd ma
results of the study revealed that ttime is significantly and negatively corrédd with flight

frequency, there is a very strong significant positive correlation between flight frequency and
carrier market share, tutime is a significant negative predictor of flight frequency, flight
frequency is a significant positive predictorofar r i er sd mar k et -tinelaar e, w b
flight frequency are included in the equation, ttime is still a significant negative predictor of

carriersd6 market share though the effect i s
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positvepr edi ct or of carriersdé6 market share. The

partially and significantly mediates tutitme-c ar r i er s® mar ket share rela

For the fourth objective, the study sought to analyze the influehtoad factor as a mediator on

the relationship betweenlevo st carri ersoé6 fl eet <«castrareisiny and
Kenya. The results of the study revealed that fleet capacity has a strong significant positive
correlation with load factorthere is a strong significant positive correlation between load factor

and enplanement, fleet capacity is a significant positive predictor of load factor, load factor is a
significant positive predictor of enplanement, and when both fleet capacity ahdalctor are

included in the equation, fleet capacity is still significant positive predictor of enplanement
though the effect is reduced, and load factor is also a significant positive predictor of
enplanement, and load factor partially and significantigdiates fleet capacignplanement

relation by 16.44 per cent.

This is the first study reporting on the effect of mediating route characteristics on the relationship

bet ween | ow cost carriersé key factors and ai

5.2 Conclusions

The study set tanalyze the effect of mediating route characteristics on the relationship between
low-cost <carriersdé key factors and the airline

realizable by way of diverse analyses.

For the first objective, the study sght to determine the effect of tutime on market share of
low-cost carriers in Kenya. The results of the study revealed thatituenis a significant
negative predictor of carr i eramdndpmeesskbedomes har e,

moreo mpl ex, the carriersd market share reduces.

For the second objective, the study sought to establish the effect of fleet capacity on enplanement

by low-cost carriers in Kenya. The results of the study revealed that fleet capacity is a significant
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positivepredictor of enplanement, implying that increasing more seats results in more passengers

ferried.

For the third objective, the study sought to examine the influence of flight frequency as a
mediator on the relationship betweeniow st ¢ a rtime amd rsatket share of lowost

carriers in Kenya. The results of the study revealed that flight frequency partially and
significantly mediates turimeicar ri er s06 mar ket share relation
the number of trips operated by thevicost carriers provide a mechanism through which the

turn-around time assists lewost carriers acquire market share.

For the fourth objective, the study sought to analyze the influence of load factor as a mediator on

the relationship between leeostcar i er s 6 f | eenplaneman doev-castycarreemn id

Kenya. The results of the study revealed that load factor partially and significantly mediates fleet
capacityenplanement relation by 16.44 per cent, implying that the load factor is a mechanism
through whichthelow o st carri ersd6 fleet capacity affect

5.3 Recommendations

Optimizing airplane utilization, which includes efficient airplane ttinme at the gates, can help

an airline maximize the large capital investment it has madss iairplanes. Efficient airplane
utilization requires close coordination among
passenger reservations, flight operations, ground operations, and airplane maintenance systems,
as well as with air traii€ controllers and airport authorities. Even a small reduction in the turn
around time at the gate can produce impressive benefits, particularly fothabbitarriers.

Based on the first conclusion, airlines, therefore, need to adopt very efficierardurmd
models.The key for high utilization is to shorten the time between one flight and another. This
requires good operating systems to ensure that all necessary ground handling procedures can be
completed during a limited period. One way to simplifpugrd handling procedures and cut
down the time gap is by using one type of air

Airline fleet management and planning requires determining the size of service fleet that is most

costeffective. Based on the second casebn, there is, therefore, a need to identify and adjust
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accordingly, from time to time, the optimal fleet capacity for their specific operating conditions

and environments without under or over supplying the available seats.

The frequency of servicefefed bylowc o st carri ers has an effect
Unless the lowcost carriers have frequent service, it will be very difficult to continue expanding
their business space within the airline market. Based on the third conclusiecgstoearriers

should, thus, try to optimize their fleet utilization by choosing cheaper and less crowded
secondary airports, as well as increase their number of scheduled flights during busy seasons like

holidays and weeknds.

Since load factor measurdset percentage of an airli@eoutput that has been sold to paying
passengers, it is a measure of the extent to which supply and demand are balanced at prevailing
prices. Based on the fourth conclusion, airlines management therefore needs to work on the two
key drivers, that is, pricing and commercial success. This is because fare reductions will
generally stimulate demand and commercial success in product design, promotions, marketing

communications, distributions, and service delivery will influence laatbfs.

5.4 Limitations of the Study

One limitation of the study was that information on the network efficiency for airlines in Kenyan
Aviation Industry is not available. However, in reality, the network efficiency of airlines at the
formative stages isKely to be far much lower compared to the maturity stages. In order to
overcome this problem, the study assumed same network efficieny throughout the 72 months

period.

The second limitation of the study was that only secondary data were used in yh® steskess
the effect of lowcost carriers on airline performance as well as the influence of route
characteristics as a mediator on that relationships.ofigaal purpose for which the data were

maintained by KCAAcould have beedifferent from that othe researcher.
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5.5 Suggestions for Further Research

Since the network efficiency of airlines at the formative stages are likely to be far much lower
compared to the maturity stages, future analysis should consider the use of weighting averages in

the andysis. Longitudinal methods such as Generalized Methods of Moments may be used.

Future studies should be designed with a view to interviewing the airlines directors to ascertain
the exact airlines management 0 indineeithtshoen s t

turn-around times, and enhanced fleet capacity.
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Appendix I: Letter of Introduction
C/O DEPT OF ACCOUNTING AND FINANC E
SCHOOL OF BUSINESS AND ECONOMICS
MASENO UNIVERSITY
P.O. BOX 333
MASENO

04/08/2015

TO WHOM IT MAY CONCERN
ACADEMIC RESEARCH

| am a student at Maseno University in pursuit of PhD in Business Administration course. As
part of the requirements | am carryiogu t this research entitled,
Characteristics on the Relationship Between 1@w s t Carri er and Aikiney Fact
Performance, Kenyga. As one of my key sources of dat a,
vital in enhancinghe success of his analysis, and consequently the findings to be made thereof.
Thus, | need some data regarding: arrival and departure times, the type and size of aircraft

operated and number of passengers for the periodsi 220172.

If you have any qusions about the survey, you can contact me on 0720 731892 or my

supervisors through Maseno University. They arelawvid Oima and DrMoses Oginda.
Thank you and best regards.

Yours faithfully,

Mr. Michael O. Aomo
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Appendix Il: Dummy Tables for the€tondary Data

,,,,,,,,,,,,,,

1. What is the name of the lewr o0 s t carrier? éééeéééeceecéeeeeceéeé.
2. What was your fleet size and composition during the period bet®86@i 20127?

Year | Quarter | Fleet Size Composition of the Fleet Capacity
(total number | Fleet (indicate types of
of aircraft) planes e.g. 6 CRJs, 1
FK50 or 3 DHC 8 etc

(product of the
Fleet size by
seating density)

2007 | Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2008 | Jan

Feb

Mar

Apr

May

Jun

Jul

Aug
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Sep

Oct

Nov

Dec

2009

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2010

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov
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Dec

2011 | Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2012 | Jan

Feb

Mar

Apr

May

Jun

Sep

Oct

Nov

Dec

3. Indicatein the schedule below the following 5 items: your ttime, flight frequency,
|l oad factor, enpl anement and carriers6é6 mar
2012.
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Year | Month | Turntime | Flight Laod factor| Enplanement| Market share
frequency

2007 | Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2008 | Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2009 |Jan

Feb
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Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2010

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

2011

Jan

Feb

Mar

Apr

May
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Jun

Jul

Aug

Sep

Oct

Nov

Dec

2012

Jan

Feb

Mar

Apr

May

Jun

Sep

Oct

Nov

Dec

END OF THE SCHEDULES

THANK YOU

102




4. What is the name of the lew o s t

Appendix lll: Collected Data sheet 1

cafFlysuce eeeée. . eeé.

5. What was your fleet size and composition during the period betweeri ZII2?

Yea | Quar | Fleet Size | Composition of the Fleet | Fleet Capacity
| e e | proucto e Fet et
aircraft) DHC 8 etc seating density)
2007 | Jan 1 1 ATR42 (48*1) = 48
Feb |1 1 ATR42 (48*1) = 48
Mar |1 1ATR42 (48*1) = 48
Apr |1 1 ATR42 (48*1) = 48
May |1 1 ATR42 (48*1) = 48
Jun |1 1 ATR42 (48*1) = 48
Jul 1 1 ATR42 (48*1) = 48
Aug |1 1 ATR42 (48*1) = 48
Sep |1 1 ATR42 (48*1) = 48
Oct 2 2 ATR42 (48*2) = 96
Nov |2 2 ATR42 (48*2) = 96
Dec |2 2 ATR42 (48*2) = 96
2008 | Jan |2 2 ATR42 (48*2) = 96
Feb |2 2 ATR42 (48*2) = 96
Mar |2 2 ATR42 (48*2) = 96
Apr |2 2 ATR42 (48*2) = 96
May |2 2 ATR42 (48*2) = 96
Jun 2 2 ATR42 (48*2) = 96
Ju |2 2 ATR42 (48*2) = 96
Aug |2 2 ATR42 (48*2) = 96
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Sep |2 2 ATR42 (48*2) = 96

Oct |2 2 ATR42 (48*2) = 96

Nov |2 2 ATR42 (48*2) = 96

Dec |2 2 ATR42 (48*2) = 96

2009 | Jan |2 2 ATR42 (48*2) = 96

Feb |2 2 ATR42 (48*2) = 96

Mar |2 2 ATR42 (48*2) = 96

Apr |2 2 ATR42 (48*2) = 96

May |2 2 ATR42 (48*2) = 96

Jun |3 2 ATR42, 1 DHC 8 (48*2) + (40*1) = 136

Jul |3 2 ATR42, 1 DHC 8 (48*2) + (40*1) = 136

Aug |3 2 ATR42, 1 DHC 8 (48*2) + (40*1) = 136

Sep |4 2 ATR42, 2 DHC 8 (48*2) + (40%2) = 176

Oct |4 2 ATR42, 2 DHC 8 (48*2) + (40%2) = 176

Nov |6 2 ATR42, 3 DHC 8, | (48*2) + (40*3)+(55*1) = 271
CRJ1

Dec |6 2 ATR42, 3 DHC 8, | (48*%2) + (40*3)+(55*1) = 271
CRJ1

2010|Jan |6 2 ATR42, 3 DHC 8, | (48*2) + (40*3)+(55*1) = 271

CRJ1

Feb |6 2 ATR42, 3 DHC 8, | (48%2) + (40*3)+(55*1) = 271
CRJ1

Mar |6 2 ATR42, 3 DHC 8, | (48*2) + (40*3)+(55*1) = 271
CRJ1

Apr |6 2 ATR42, 3 DHC 8, | (48*%2) + (40*3)+(55*1) = 271
CRJ1

May |6 2 ATR42, 3DHC 8, | (48*2) + (40*3)+(55*1) = 271
CRJ1

Jun |6 2 ATR42, 3 DHC 8, | (48*2) + (40*3)+(55*1) = 271

CRJ1
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Jul 2 ATR42, 3DHC 8, | (48*2) + (403)+(55*1) = 271
CRJ1

Aug 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) = 271
CRJ1

Sep 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) = 271
CRJ1

Oct 2 ATR42, 3DHC 8, | (48*2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

Nov 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) + (13*1) =
CRJ1,1C28 284

Dec 2 ATR42, 3DHC 8, | (48*2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

2011 | Jan 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) + (13*1) =

CRJ1, 1 C208 284

Feb 2 ATR42, 3DHC 8, | (48*2) + (40*3)455*1) + (13*1) =
CRJ1, 1 C208 284

Mar 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

Apr 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

May 2 ATR42, 3DHC 8, | (48%2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

Jun 2 ATR42, 3DHC 8, | (48*2) + (40*3)+(55*1) + (13*1) =
CRJ1, 1 C208 284

Jul 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*1) =
1 .C208 339

Aug 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*1) =
1 .C208 339

Sep 2 ATR42, 3DHC 82CRJ1,| (48*2) + (40*3)+(55*2) + (13*1) =
1 C208 339

Oct 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*1) =
1 .C208 339

Nov 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*1) =
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2 C8

1C208 339
Dec |9 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*2) =
2 C208 352
2012 Jan |9 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*2) =
2 C208 352
Feb |9 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*2) =
2 C208 352
Mar |9 2 ATR42, 3DHC 8, 2CRJ1 (48*2) + (40*3)+(55*2) + (13*2)F
2 C208 352
Apr |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
May |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
Jun |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
Sep |10 2 ATR42, 3DHC 8, 3CRJ1| (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
Oct |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
Nov |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =
2 C208 407
Dec |10 2 ATR42, 3DHC 8, 3CRJ1 (48*2) + (40*3)+(55*3) + (13*2) =

407

6. Indicate in the schedule below the following 5 items: your-tume, flight frequency,

|l oad factor, enpl anement and carriersoé6 mar
2012.
Year | Month | Turntime | Flight Load factor| Market share| Enplanement|
frequency
2007 |Jan 21 66 39 3 2471
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Feb 28 68 43 3 2807
Mar 29 66 43 4 2724
Apr 22 70 48 4 3225
May 29 68 57 5 3720
Jun 25 69 56 5 3709
Jul 26 72 53 6 3663
Aug 29 70 54 6 3628
Sep 29 71 59 6 4021
Oct 21 72 55 7 3801
Nov 27 73 69 6 4835
Dec 27 70 70 8 4704
2008 | Jan 26 71 60 7 4089
Feb 24 90 65 7 5616
Mar 22 93 69 7 6160
Apr 28 183 61 6 10716
May 26 185 60 7 10656
Jun 27 202 61 6 11829
Jul 27 214 60 7 12326
Aug 25 213 63 7 12882
Sep 26 220 64 9 13516
Oct 25 222 65 8 13852
Nov 26 217 71 7 14790
Dec 25 224 79 8 16988
2009 | Jan 24 225 58 7 12528
Feb 25 223 62 8 13272
Mar 25 226 63 9 13668
Apr 23 228 63 8 13789
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May 21 227 68 9 14818
Jun 24 226 61 9 12499
Jul 23 229 60 10 12457
Aug 24 227 61 11 12554
Sep 24 228 63 10 12640
Oct 28 225 62 10 12276
Nov 22 230 12 11 14959
Dec 29 232 78 12 16346
2010 |Jan 24 234 57 11 12048
Feb 23 230 63 11 13089
Mar 20 238 60 12 12899
Apr 22 236 64 12 13643
May 18 239 62 12 13385
Jun 19 237 63 12 13487
Jul 20 236 65 13 13857
Aug 27 236 70 13 14923
Sep 21 237 70 14 14986
Oct 20 238 68 16 13132
Nov 20 240 70 16 13632
Dec 30 234 82 17 15569
2011 |Jan 19 238 63 15 12166
Feb 19 246 68 15 13573
Mar 20 244 65 16 12869
Apr 18 248 66 16 13281
May 19 248 65 16 13080
Jun 18 249 66 15 13335
Jul 17 254 66 15 14207
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Aug 18 254 66 16 14207
Sep 22 251 69 17 14677
Oct 18 259 67 18 14706
Nov 19 258 69 17 15087
Dec 20 252 77 16 15178
2012 | Jan 18 258 65 13 13117
Feb 21 251 70 14 13743
Mar 17 261 71 16 14495
Apr 17 301 68 16 16660
May 17 302 68 17 16716
Jun 18 298 70 17 16980
Jul 20 292 69 16 16400
Aug 17 302 72 18 17699
Sep 19 300 74 19 18070
Oct 18 298 73 18 17707
Nov 17 305 75 19 18620
Dec 21 293 81 20 19318

END OF THE SCHEDULES 1
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Appendix 1V: Collected data sheet 2

7. What is the name of the lew o s t c a HdatlLinlkeéré?e ééée. . . é éé . . .

8. What was your fleet size and composition during the period betweeri ZII2?

Year | Qua | Fleet Sze (total | Composition of the | Fleet Capacity

el e st 0| oo e e
1FK50 or 3 DHC 8 | S12€ by seating
atc density)

2007 |Jan |1 1 FK28 (68*1) = 68
Feb |1 1 FK28 (68*1) = 68
Mar |1 1 FK28 (68*1) = 68
Apr |1 1 FK28 (68*1) = 68
May | 1 1 FK28 (68*1) = 68
Jun |1 1 FK28 (68*1) = 68
Jul 1 1 FK28 (68*1) = 68
Aug |1 1 FK28 (68*1) = 68
Sep |1 1 FK28 (68*1) = 68
Oct |1 1 FK28 (68*1) = 68
Nov |1 1 FK28 (68*1) = 68
Dec |1 1 FK28 (68*1) = 68

208 |Jan |1 1 FK28 (68*1) = 68
Feb |3 1 FK28, 2 CRJ1s (68*1)+(55*2)=178
Mar |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Apr |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
May |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Jun |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Ju |4 1 FK28, 3 RJ1s (68*1)+(55*3)=233
Aug | 4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
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Sep |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Oct |4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Nov | 4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
Dec | 4 1 FK28, 3 CRJ1s (68*1)+(55*3)=233
2009 |Jan |5 1 FK28, 4 RJ1s (68*1)+(55*4)=288
Feb |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Mar |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Apr |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
May | 6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Jun |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Jul |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Aug | 6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Sep |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Oct |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Nov |6 1 FK28, 5 CRJ1s (68*1)+(55*5)=343
Dec |8 1 FK28, 7 CRJ1s (68*1)+(55*7)=453
2010 |Jan |8 1 FK28, 7 CRJ1s (68*1)+(55*7)=453
Feb |8 1 FK28, 7 CRJ1s (68*1)+(55*7)=453
Mar | 8 1 FK28, 7 CRJ1s (68*1)+(55*7)=453
Apr |9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
May | 9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Jun |9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Jul |9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Aug | 9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Sep |9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Oct |9 1 FK28, 8 CRJ1s (68*1)+(55*8)=508
Nov | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
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Dec | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
2011 |Jan |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Feb |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Mar | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Apr | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
May | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Jun |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Jul |10 1 FK28, 9 CRJ4 (68*1)+(55*9)=563
Aug | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Sep |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Oct |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Nov |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Dec |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
2012 |Jan | 10 1 FK28,9 CRI1s (68*1)+(55*9)=563
Feb |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Mar | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Apr | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
May | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Jun |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Jul |10 1 FK28 9 CRJ1s (68*1)+(55*9)=563
Aug | 10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Sep |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Oct |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Nov |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
Dec |10 1 FK28, 9 CRJ1s (68*1)+(55*9)=563
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9. Indicate inthe schedule below the following 5 items: your ttime, flight frequency,

|l oad factor, enpl anement and carri
2012.
Year | Month | Turn Flight Load factor| Market share| Enplanement
time frequency

2007 | Jan 19 60 50 4 4080
Feb 22 56 50 4 3808

Mar 40 56 51 5 3884

Apr 45 58 53 5 4180

May 47 56 52 5 3960

Jun 56 60 56 6 4569

Jul 52 62 58 8 4890

Aug 55 56 57 7 4341

Sep 41 54 60 6 4406

Oct 56 56 65 9 4950

Nov 53 59 78 7 6258

Dec 53 60 89 12 7262

2008 | Jan 40 69 50 8 4692
Feb 55 114 53 8 7169

Mar 51 117 59 9 8041

Apr 51 116 60 4 8108

May 52 115 62 5 8306

Jun 50 116 62 4 8378

Jul 38 120 61 4 8527

Aug 50 116 62 4 8378

Sep 42 122 63 5 8954

Oct 53 120 72 5 10065
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Nov 49 121 79 5 11136
Dec 51 120 88 5 12302
2009 | Jan 38 180 60 6 12441
Feb 49 184 60 7 12622
Mar 48 190 63 9 13685
Apr 48 192 62 7 13610
May 46 202 63 8 14550
Jun 49 193 61 9 13460
Jul 37 196 65 11 14566
Aug 47 200 65 13 14863
Sep 46 202 63 11 14550
Oct 50 190 66 11 14337
Nov 48 202 75 12 17321
Dec 51 226 87 16 22267
2010 | Jan 44 258 52 13 15193
Feb 36 278 53 14 16686
Mar 46 271 56 15 17186
Apr 50 256 52 13 15027
May 47 254 63 16 18064
Jun 51 248 62 15 17357
Jul 40 260 65 17 19078
Aug 240 264 66 17 19669
Sep 39 265 66 18 19744
Oct 37 281 74 28 23474
Nov 37 284 77 28 24623
Dec 38 285 87 30 27919
2011 | Jan 37 288 60 23 19457
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Feb 40 285 61 21 19575
Mar 40 288 67 27 21727
Apr 37 290 66 25 21551
May 49 287 65 25 21005
Jun 39 290 68 24 22204
Jul 38 293 70 24 23094
Aug 34 297 69 25 23075
Sep 35 298 70 27 23488
Oct 35 300 77 31 26010
Nov 41 299 79 29 26597
Dec 49 301 89 31 30164
2012 | Jan 38 310 63 21 21990
Feb 34 313 67 24 23613
Mar 34 312 72 27 25294
Apr 37 316 74 25 26330
May 33 316 73 26 25974
Jun 32 325 75 27 27446
Jul 34 330 74 26 27496
Aug 31 335 76 29 28667
Sep 40 331 75 29 27952
Oct 31 342 77 30 29652
Nov 29 149 76 13 12750
Dec 0 0 0 0 0

END OF THE SCHEDULES

THANK YOU

(Source: Field dat®2016)
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Appendix V: An Outlook of the Panel Data Table
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Airline Time | Year | Month | TNT | FLTC |FREQ |LDFC ENPL
Perio M CRMS
d

1 1 2007 | Jan 21 48 66 39 3 2471
1 2 Feb 28 48 68 43 3 2807
1 3 Mar 29 48 66 43 4 2724
1 4 Apr 22 48 70 48 4 3225
1 5 May 29 48 68 57 5 3720
1 6 Jun 25 48 69 56 5 3709
1 7 Jul 26 48 72 53 6 3663
1 8 Aug 29 48 70 54 6 3628
1 9 Sep 29 48 71 59 6 4021
1 10 Oct 21 96 72 55 7 3801
1 11 Nov 27 96 73 69 6 4835
1 12 Dec 27 96 70 70 8 4704
1 13 2008 | Jan 26 96 71 60 7 4089
1 14 Feb 24 96 90 65 7 5616
1 15 Mar 22 96 93 69 7 6160
1 16 Apr 28 96 183 61 6 10716
1 17 May 26 96 185 60 7 10656
1 18 Jun 27 96 202 61 6 11829
1 19 Jul 27 96 214 60 7 12326
1 20 Aug 25 96 213 63 7 12882
1 21 Sep 26 96 220 64 9 13516
1 22 Oct 25 96 222 65 8 13852
1 23 Nov 26 96 217 71 7 14790
1 24 Dec 25 96 224 79 8 16988
1 25 2009 | Jan 24 96 225 58 7 12528
1 26 Feb 25 96 223 62 8 13272
1 27 Mar 25 96 226 63 9 13668
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1 28 Apr 23 96 228 63 8 13789
1 29 May 21 96 227 68 9 14818
1 30 Jun 24 136 226 61 9 12499
1 31 Jul 23 136 229 60 10 12457
1 32 Aug 24 136 227 61 11 12554
1 33 Sep 24 176 228 63 10 12640
1 34 Oct 28 176 225 62 10 12276
1 35 Nov 22 271 230 72 11 14959
1 36 Dec 29 271 232 78 12 16346
1 37 2010 | Jan 24 271 234 57 11 12048
1 38 Feb 23 271 230 63 11 13089
1 39 Mar 20 271 238 60 12 12899
1 40 Apr 22 271 236 64 12 13643
1 41 May 18 271 239 62 12 13385
1 42 Jun 19 271 237 63 12 13487
1 43 Jul 20 271 236 65 13 13857
1 44 Aug 27 271 236 70 13 14923
1 45 Sep 21 271 237 70 14 14986
1 46 Oct 20 284 238 68 16 13132
1 47 Nov 20 284 240 70 16 13632
1 48 Dec 30 284 234 82 17 15569
1 49 2011 | Jan 19 284 238 63 15 12166
1 50 Feb 19 284 246 68 15 13573
1 51 Mar 20 284 244 65 16 12869
1 52 Apr 18 284 248 66 16 13281
1 53 May 19 284 248 65 16 13080
1 54 Jun 18 284 249 66 15 13335
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1 55 Jul 17 339 254 66 15 14207
1 56 Aug 18 339 254 66 16 14207
1 57 Sep 22 339 251 69 17 14677
1 58 Oct 18 339 259 67 18 14706
1 59 Nov 19 339 258 69 17 15087
1 60 Dec 20 352 252 77 16 15178
1 61 2012 | Jan 18 352 258 65 13 13117
1 62 Feb 21 352 251 70 14 13743
1 63 Mar 17 352 261 71 16 14495
1 64 Apr 17 407 301 68 16 16660
1 65 May 17 407 302 68 17 16716
1 66 Jun 18 407 298 70 17 16980
1 67 Jul 20 407 292 69 16 16400
1 68 Aug 17 407 302 72 18 17699
1 69 Sep 19 407 300 74 19 18070
1 70 Oct 18 407 298 73 18 17707
1 71 Nov 17 407 305 75 19 18620
1 72 Dec 21 407 293 81 20 19318
2 1 2007 | Jan 19 68 60 50 4 4080
2 2 Feb 22 68 56 50 4 3808
2 3 Mar 40 68 56 51 5 3884
2 4 Apr 45 68 58 53 5 4180
2 5 May a7 68 56 52 5 3960
2 6 Jun 56 68 60 56 6 4569
2 7 Jul 52 68 62 58 8 4890
2 8 Aug 55 68 56 57 7 4341
2 9 Sep 41 68 54 60 6 4406
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2 10 Oct 56 68 56 65 9 4950
2 11 Nov 53 68 59 78 7 6258
2 12 Dec 53 68 60 89 12 7262
2 13 2008 | Jan 40 68 69 50 8 4692
2 14 Feb 55 178 114 53 8 7169
2 15 Mar 51 233 117 59 9 8041
2 16 Apr 51 233 116 60 4 8108
2 17 May 52 233 115 62 5 8306
2 18 Jun 50 233 116 62 4 8378
2 19 Jul 38 233 120 61 4 8527
2 20 Aug 50 233 116 62 4 8378
2 21 Sep 42 233 122 63 5 8954
2 22 Oct 53 233 120 72 5 10065
2 23 Nov 49 233 121 79 5 11136
2 24 Dec 51 233 120 88 5 12302
2 25 2009 | Jan 38 288 180 60 6 12441
2 26 Feb 49 343 184 60 7 12622
2 27 Mar 48 343 190 63 9 13685
2 28 Apr 48 343 192 62 7 13610
2 29 May 46 343 202 63 8 14550
2 30 Jun 49 343 193 61 9 13460
2 31 Jul 37 343 196 65 11 14566
2 32 Aug 47 343 200 65 13 14863
2 33 Sep 46 343 202 63 11 14550
2 34 Oct 50 343 190 66 11 14337
2 35 Nov 48 343 202 75 12 17321
2 36 Dec 51 453 226 87 16 22267
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2 37 2010 | Jan 44 453 258 52 13 15193
2 38 Feb 36 453 278 53 14 16686
2 39 Mar 46 453 271 56 15 17186
2 40 Apr 50 508 256 52 13 15027
2 41 May a7 508 254 63 16 18064
2 42 Jun 51 508 248 62 15 17357
2 43 Jul 40 508 260 65 17 19078
2 44 Aug 40 508 264 66 17 19669
2 45 Sep 39 508 265 66 18 19744
2 46 Oct 37 508 281 74 28 23474
2 47 Nov 37 563 284 77 28 24623
2 48 Dec 38 563 285 87 30 27919
2 49 2011 | Jan 37 563 288 60 23 19457
2 50 Feb 40 563 285 61 21 19575
2 51 Mar 40 563 288 67 27 21727
2 52 Apr 37 563 290 66 25 21551
2 53 May 49 563 287 65 25 21005
2 54 Jun 39 563 290 68 24 22204
2 55 Jul 38 563 293 70 24 23094
2 56 Aug 34 563 297 69 25 23075
2 57 Sep 35 563 298 70 27 23488
2 58 Oct 35 563 300 77 31 26010
2 59 Nov 41 563 299 79 29 26597
2 60 Dec 49 563 301 89 31 30164
2 61 2012 | Jan 38 563 310 63 21 21990
2 62 Feb 34 563 313 67 24 23613
2 63 Mar 34 563 312 72 27 25294
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2 64 Apr 37 563 316 74 25 26330
2 65 May 33 563 316 73 26 25974
2 66 Jun 32 563 325 75 27 27446
2 67 Jul 34 563 330 74 26 27496
2 68 Aug 31 563 335 76 29 28667
2 69 Sep 40 563 331 75 29 27952
2 70 Oct 31 563 342 77 30 29652
2 71 Nov 29 563 149 76 13 12750
2 72 Dec 0 563 0 0 0 0

(Source: Field data, 2016)
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Appendix VI: Framework for Enhancement of Vessel Capacity Utilisation

Selection of capacity Definition of sailing

utilization strategy schedule

Route characteristics: ¢ Ports to call,

¢ Frequency, CArrival and departure
times,

¢ Imbalances and variations,

. ) . Departure frequency, and
¢ Competitive situation, and coep g y

Number and type of
¢ Custoners and cargo. G . yp

Established capacity changes in capacity

¢Increased market share;

¢Market facta,
and

¢ Customer factor,

A
v

¢Smaller and more
¢ Port factor, and freaniant channeeg in eiinnh

(Source: Styhre, 2010)
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Appendix VII: Panel Unit Root Test Results

The following results showed that two series (ttime (TNTM) and load factor (LDFC)) were

stationary at order 0, while the other four variables (fleet capacity (FLTC), flight frequency

( FREQ) , carriers6 mar ket share (CRMiS)derd;nd eng
implying that the direct associations of the variables would yield shortequilibrium
relationships.

Panel Unit Root Test Results for the zer@rder CRMS series
Null Hypothesis: Unit root (individual unit root process)

Series: CRMS

Date: 03/28/16 Time: 09:28

Sample: 1 144

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 1.74882 0.7818
PP- Choi Z-stat 0.79740  0.7874

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests assun
asymptotic normality.

Intermediate Phillipgerron test ragts CRMS

Cross

Section Prob. Bandwidth Obs
FFV 0.8848 8.0 71
JLX 0.4714 5.0 71
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Panel Unit Root Test Results for the firstorder CRMS series

Null Hypothesis: Unit root (individual unit root process
Series: D(CRMS)

Date: 03/28/16 Time: 09:30

Sample: 1 144

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 140

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 36.8414 0.0000
PP- Choi Z-stat -5.25948 0.0000

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests

assume asymptotic normality.

Intermediate Phiips-Perron test results D(CRMS)

Cross

section Prob. Bandwidth Obs
FFV 0.0001 10.0 70
JLX 0.0001 6.0 70
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Panel Unit Root Test Results for the zer@mrder TNTM series

Null Hypothesis: Unit root (individual unit root press)
Series: TNTM

Date: 03/28/16 Time: 09:31

Sample: 1 144

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections included: 2

Methad Statistic Prob.**
PP- Fisher Chisquare 34.3596 0.0000
PP- Choi Z-stat -5.02884 0.0000

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests

assume asymptotic noriitg.

Intermediate PhillipgPerron test results TNTM

Cross

section Prob. Bandwidth Obs
FFV 0.0003 4.0 71
JLX 0.0001 2.0 71
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Panel Unit Root Test Results for the zermrder FREQ series

Null Hypothesis: Unit roofindividual unit root process)
Series: FREQ

Date: 03/28/16 Time: 09:32

Sample: 1 144

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections inluded: 2

Method Statistic Prob.**
PP- Fisher Chisquare 2.85680 0.5821
PP- Choi Z-stat -0.03663 0.4854

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests

assume asymptotic normality.

Intermediate Phillipgerron test results FREQ

Cross

section Prob. Bandwidth Obs
FFV 0.4989 3.0 71
JLX 0.4805 3.0 71
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Panel Unit Root Test Results for the firstorder FREQ series

Null Hypothesis: Unit root (individual unit root process
Series: D(FREQ)

Date: 03/28/16 Time: 09:33

Sample: 1 144

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) obsenvans: 140

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 49.4345 0.0000
PP- Choi Z-stat -6.22505  0.0000

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribtion. All other tests

assume asymptotic normality.

Intermediate PhillipgPerron test results D(FREQ)

Cross

section Prob. Bandwidth Obs
FFV 0.0000 4.0 70
JLX 0.0001 1.0 70
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Panel Unit Root Test Result$or the zero-order ENPL series

Null Hypothesis: Unit root (individual unit root process
Series: ENPL

Date: 04/12/16 Time: 22:35

Sample: 172

Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 3.06715 0.5467
PP- Choi Zstat -0.11568 0.4540

** Probabilities for Fisher tests are computed using an
ag/mptotic Chisquare distribution. All other tests

assume asymptotic normality.

Intermediate Phillipgerron test results ENPL

Cross

section Prob. Bandwidth Obs
FFV 0.5224 4.0 71
JLX 0.4130 5.0 71
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Pand Unit Root Test Results for the firstorder ENPL series
Null Hypothesis: Unit root (individual unit root process

Series: D(ENPL)

Date: 04/12/16 Time: 22:36

Sample: 172

Exogenous variables: Individual effects

NeweyWest automatic bandwidtlelection and Bartlett
kernel

Total (balanced) observations: 140

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 36.8414 0.0000
PP- Choi Z-stat -5.25948 0.0000

** Probabilities for Fisher tests aremputed using an
asymptotic Chisquare distribution. All other tests
assume asymptotic normality.

Intermediate Phillipgerron test results D(ENPL)

Cross

section Prob. Bandwidth Obs
FFV 0.0001 3.0 70
JLX 0.0001 5.0 70
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Panel Unit Root Test Results for the zerorder FLTC series

Null Hypothesis: Unit root (individual unit root process

Series: FLTC
Date: 03/28/16 Time: 09:35

Sample: 1 144
Exogenous variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 1.17204 0.8827
PP- Choi Z-stat 1.21574  0.8880

** Probabilities or Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests
assume asymptotic normality.

Intermediate Phillipgerron test results FLTC

Cross

section Prob. Bandwidth Obs
FFV 0.9290 1.0 71
JLX 0.5991 4.0 71
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Panel Unit Root Test Results for the firstorder FLTC series
Null Hypothesis: Unit root (individual unit root process

Series: D(FLTC)

Date: 03/28/16 Time: 09:36

Sample: 1 144

Exogenous variables: Individueffects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 140

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 57.3674 0.0000
PP- Choi Z-stat -6.86787  0.0000

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests
assume asymptotic normality.

Intermediate PhillipgPerron test results D(FLTC)

Cross

section Prob. Bandwidth Obs
FFV 0.0000 1.0 70
JLX 0.0000 6.0 70
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Panel Unit Root Test Results for the zerorder LDFC series

Null Hypothesis: Unit root (individual unit root process
Series: LDFC

Date: 04/12/16 Time: 22:37

Sample: 172

Exogenais variables: Individual effects

NeweyWest automatic bandwidth selection and Bartle
kernel

Total (balanced) observations: 142

Crosssections included: 2

Method Statistic Prob.**
PP- Fisher Chisquare 28.9699 0.0000
PP- Choi Z-stat -4.48546 0.0000

** Probabilities for Fisher tests are computed using an
asymptotic Chisquare distribution. All other tests
assume asymptotic normality.

Intermediate PhillipgPerron test results LDFC

Cross

section Prob. Bandwidth Obs
FFV 0.0024 2.0 71
JLX 0.0002 3.0 71
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Appendix VIII: Ramsey RESET Linearity Test Results

The Ramsey Regression Equation Specification Error (RESET) tests as shown in the six
tables below, indicated no evidence of non-linearity since all the 3 test statistics (t -
statistics, F-statistics, and Likelihood ratio) in the second row of the output tables
rejected the null hypotheses of non-linearity in the six linear associations of the
constructs as proposed from the path regression analyses shown in Figures 3.1a and
3.1b.

Ramsey RESET Linearity Test Results on the association between CRMS and TNTM

Ramsey RESET Test
Equation: UNTITLED
Specification: CRMS TNTM

Omitted Variables: Squares of fitted values

Value df Probability
t-statistic 8.633589 142 0.0000
F-statistic 74.53885 (1, 142) 0.0000
Likelihood ratio 74.53885 1 0.0000
F-test summary:

Sum of Sq. df Mean Squares

Test Deviance 3912.877 1 3912.877
Restrictel Deviance 11367.09 143 79.49015
Unrestricted Deviance  7454.214 142 52.49447
Dispersion SSR 7454.214 142 52.49447
LR test summary:

Value df

Restricted Deviance 11367.09 143
Unrestricted Deviance 7454.214 142
Dispersion 52.49447

Unrestricted Test Equation:

Dependent Variable: CRMS
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Ramsey RESET Linearity Test Results on the association between FREQ and TNTM

Ramsey RESET Test
Equation: UNTITLED
Specification: FREQ TNTM

Omitted Variabés: Squares of fitted values

Value df Probability
t-statistic 13.52367 142 0.0000
F-statistic 182.8898 (1, 142) 0.0000
Likelihood ratio 182.8898 1 0.0000
F-test summary:

Sum of Sq. df Mean Squares

Test Deviance 1230371. 1 1230371.
Restricted Deviance 2185660. 143 15284.33
Unrestricted Deviance  955289.2 142 6727.389
Dispersion SSR 955289.2 142 6727.389
LR test summary:

Value df
Restricted Deviance 2185660. 143

Unrestricted Deviance 955289.2 142
Dispersion 6727.389
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Ramsey RESET Linearity Test Results on the association between CRMS, TNTM and
FREQ

Ramsey RESET Test
Equation: UNTITLED
Specification: CRMS TNTM FREQ

Omitted Variabés: Squares of fitted values

Value df Probability
t-statistic 11.59173 141 0.0000
F-statistic 134.3681 (1, 141) 0.0000
Likelihood ratio 134.3681 1 0.0000
F-test summary:

Sum of Sq df Mean Squares

Test Deviace 1313.940 1 1313.940
Restricted Deviance 2692.730 142 18.96289
Unrestricted Deviance 1378.791 141 9.778656
Dispersion SSR 1378.791 141 9.778656
LR test summary:

Value df

Restricted Deviance 2692.730 142
Unresticted Deviance  1378.791 141
Dispersion 9.778656
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Ramsey RESET Linearity Test Results on the association between ENPL and FLTC

Ramsey RESET Test
Equation: UNTITLED
Specification: ENPL FLTC

Omitted Variables: Squares dttéd values

Value df Probability
t-statistic 4.738812 142 0.0000
F-statistic 22.45634 (1, 142) 0.0000
Likelihood ratio 22.45634 1 0.0000
F-test summary:

Sum of Sq df Mean Squares

Test Deviance 2.98E+08 1 2.98E+08
Restricted Deviance 2.18E+09 143 15243531
Unrestricted Deviance 1.88E+09 142 13254733
Dispersion SSR 1.88E+09 142 13254733
LR test summary:

Value df

Restricted Deviance 2.18E+09 143
Unrestricted Deviance 1.88E+09 142
Dispersion 1325473¢

Unrestricted Test Equation:
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Ramsey RESET Linearity Test Results on the association between LDFC and FLTC

Ramsey RESET Test
Equation: UNTITLED
Specification: LDFC FLTC

Omitted Variables: Sares of fitted values

Value df Probability
t-statistic 14.60024 142 0.0000
F-statistic 213.1670 (1, 142) 0.0000
Likelihood ratio 213.1670 1 0.0000
F-test summary:

Sum of Sq df Mean Squares

Test Deviance 84516.03 1 84516.03
Restricted Deviance 140815.9 143 984.7267
Unrestricted Deviance 56299.88 142 396.4780
Dispersion SSR 56299.88 142 396.4780
LR test summary:

Value df

Restricted Deviance 140815.9 143
UnrestrictedDeviance  56299.88 142
Dispersion 396.4780

Unrestricted Test Equation:

Dependent Variable: LDFC
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Ramsey RESET Linearity Test Results on the association between LDFC, FLTC and
LDFC

Ramsey RESET Test
Equation: UNTITLED
Specification: ENPL FLTC LDFC

Omitted Variables: Squares of fitted values

Value df Probability
t-statistic 5.146308 141 0.0000
F-statistic 26.48449 (1, 141) 0.0000
Likelihood ratio 26.48449 1 0.0000
F-test simmmary:

Sum of Sq df Mean Squares

Test Deviance 1.97E+08 1 1.97E+08
Restricted Deviance  1.25E+09 142 8790517.
Unrestricted Deviance 1.05E+09 141 7452950.
Dispersion SSR 1.05E+09 141 7452950.
LR test summary:

Value df

Restricted Deviance 1.25E+09 142
Unrestricted Deviance 1.05E+09 141
Dispersion 7452950.

Unrestricted Test Equation:

Dependent Variable: ENPL

(Source: Researcher, 2016)
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Appendix I1X: Panel Cointegration TestsResults

Panel (Pedroni Residual) Cointegration Test Results for the combined CRMS and TNTM

series

Pedroni Residual Cointegration Test
Series: CRMS TNTM

Date: 03/28/16 Time: 09:38

Sample: 1 144

Included observations: 144
Crosssectionsmcluded: 2

Null Hypothesis: No cointegration

Trend assumption: No deterministic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth selection and Bartlett kernel

Alternative hypothesis: common AR coefs. (witldiimersion)

Weighted
Statistic  Prob. Statistic  Prob.
Panel vStatistic -0.365461 0.6426 -0.418007 0.6620

Panel rheStatistic -3.700828 0.0001 -6.521363 0.0000
Panel PPStatistic -3.492341 0.0002 -4.730073 0.0000
Panel ADFStatistic  -2.419155 0.0078  -2.406358 0.0081
Alternative hypothesis: individual AR coefs. (betwabmension)

Statistic  Prob.

Group rheStatistic -5.176859 0.0000
Group PPStatistic -4.829458 0.0000
Group ADFStatistic -2.511140 0.0060

Cross sction specific results

Phillips-Peron results (neparametric)

Cross ID AR(1) Variance HAC Bandwidth Obs
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FFV 0.393 7.683771 8.022699 3.00 71
JLX 0.717 24.08377 18.07825 2.00 71

Augmented DickeyFuller results (parametric)

Cross D AR(1) Variance Lag Maxlag Obs
FFV 0.553 7.190777 1 - 70
JLX 0.741 21.85636 1 - 70

Pedroni Residual Cointegration Tests results indicate that 9 statistics rejected the null hypothesis
of no cointegration at the conventional size d#3).meaning cointegrating regressions would

result in longrun equillibrium relationships.

Panel (Pedroni Residual) Cointegration Test Results for the combined CRMS, TNTM and
FREQ series

Pedroni Residual Cointegration Test
Series: CRMS TNTM FREQ

Date: 03/28/16 Time: 09:39

Sample: 1 144

Included observations: 144
Crosssections included: 2

Null Hypothesis: No cointegration

Trend assumption: No deterministic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth seteon and Bartlett kernel

Alternative hypothesis: common AR coefs. (witldiimension)

Weighted
Statistic ~ Prob. Statistic  Prob.
Panel vStatistic 0.329997 0.3707 0.174883 0.4306
Panel rheStatistic -1.784240 0.0372  -2.273219 0.0115
Panel PPStatistic -1.662501 0.0482  -1.970959 0.0244
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Panel ADFStatistic  -0.561352 0.2873  -0.482421 0.3148
Alternative hypothesis: individual AR coefs. (betwabmension)

Statistic  Prob.

Group rheStatistic -1.628294 0.0517
Group RP-Statistic -1.868812 0.0308
Group ADFStatistic  -0.142942 0.4432

Cross section specific results

Phillips-Peron results (neparametric)

Cross ID AR(1) Variance HAC Bandwidth Obs
FFV 0.640 3.164612 3.055657 3.00 71
JLX 0.732 7.976562 7.022401 1.00 71

Augmented DickeyFuller results (parametric)

Cross ID AR(1) Variance Lag Maxlag Obs
FFV 0.753 2.950890 1 -- 70
JLX 0.775 7.874358 1 -- 70

Pedroni Residual Cointegration Tests resultsciaig that 5 statistics rejected the null hypothesis
of no cointegration at the conventional size of 0.05, meaning cointegrating regressions would

result in longrun equillibrium relationships.

Panel (Pedroni Residual) Cointegration Test Results for the cdmmed FREQ and TNTM

series

Pedroni Residual Cointegration Test
Series: FREQ TNTM

Date: 03/28/16 Time: 09:40
Sample: 1 144

Included observations: 144

Crosssections included: 2
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Null Hypothesis: No cointegration
Trend assumption: Ndeterministic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth selection and Bartlett kernel

Alternative hypothesis: common AR coefs. (witliiimension)

Weighted
Statistic  Prob. Statistic  Prob.
Panel vStatigic -0.656990 0.7444  -0.647101 0.7412

Panel rheStatistic -2.135402 0.0164 -2.523674 0.0058
Panel PPstatistic -2.749425 0.0030 -2.852830 0.0022
Panel ADFStatistic  -1.925440 0.0271  -1.684803 0.0460
Alternative hypothesis: individual AR coefgetweerdimension)

Statistic  Prob.

Group rheStatistic -1.673344 0.0471
Group PPStatistic -2.968294 0.0015
Group ADFStatistic -1.658974 0.0486

Cross section specific results

Phillips-Peron results (neparametric)

Cross ID AR(1) Variance HAC Bandwidth Obs
FFV 0.668 1609.828 1311.410 3.00 71
JLX 0.797 1716.095 1087.031 2.00 71

Augmented DickeyFuller results (parametric)

Cross ID AR(1) Variance Lag Maxlag Obs
FFV 0.791 1360.270 1 - 70
JLX 0.799 1500.349 1 - 70
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Pedroni Residual Cointegration Tests results indicate that 9 statistics rejected the null hypothesis
of no cointegration at the conventional size of 0.05, meaning cointegrating regressions would

result in longrun equilibrium relationships.

Panel (Pedroni Residual) Cointegration Test for the combined ENPL and FLTC series

Pedroni Residual Cointegration Test
Series: ENPL FLTC

Date: 03/28/16 Time: 09:44

Sample: 1 144

Included observations: 144
Crosssectons included: 2

Null Hypothesis: No cointegration

Trend assumption: No deterministic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth selection and Bartlett kernel

Alternative hypothesis: common AR coefs. (witliimension)

Weighted
Statistic  Prob. Statistic  Prob.
Panel vStatistic 1.459063 0.0723 1.057476 0.1451

Panel rheStatistic -3.740155 0.0001 -2.516896 0.0059
Panel PPStatistic -2.632687 0.0042 -2.020145 0.0217
Panel ADFStatistic  -1.398651 0.0810 -0.974785 0.1648
Alternative hypothesis: individual AR coefs. (betweabmension)

Statistic  Prob.

Group rheStatistic -2.986252 0.0014
Group PPStatistic -2.351104 0.0094
Group ADFRStatistic  -1.332034 0.0914

Cross section specific results

Phillips-Peron results (neparametric)
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Cross ID AR(1) Variance HAC Bandwidth Obs
FFV 0.884 1671450. 1352548. 3.00 71
JLX 0.495 6777010. 6777010. 0.00 71

Augmented DickeyFuller results (parametric)

Cross ID AR(1) Variance Lag Maxlag Obs
FFV 0.902 1592308. 1 -- 70
JLX 0.486 6872308. 1 -- 70

Pedroni Residual Cointegration Tests results indicate that 6 statistics rejected the null hypothesis
of no cointegration at the conventional s@e0.05, meaning cointegrating regressions would

result in longrun equillibrium relationships.

Panel (Pedroni Residual) Cointegration Test for the combined ENPL, FLTC and LDFC

series

Pedroni Residual Cointegration Test
Series: ENPL FLTC LDFC

Date: 04/12/16 Time: 22:43

Sample: 1 72

Included observations: 144
Crosssections included: 2

Null Hypothesis: No cointegration

Trend assumption: No deterministic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth selemtiand Bartlett kernel

Alternative hypothesis: common AR coefs. (witliimension)
Weighted
Statistic Prob. Statistic ~ Prob.

Panel vStatistic 1.013560 0.1554 0.700436 0.2418
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Panel rheStatistic -2.380408 0.0086 -1.610866 0.0536
Panel PFStatistic -2.022835 0.0215 -1.475664 0.0700
Panel ADFStatistic -0.235481 0.4069 0.022049 0.5088

Alternative hypothesis: individual AR coefs. (betwabmension)

Statistic Prob.

Group rheStatistic -2.168442 0.0151
Group PRStatistic -1.879939 0.0301
Group ADFStatistic  -0.283920 0.3882

Cross section specific results

Phillips-Peron results (neparametric)
Cross ID AR(1) Variance HAC Bandwidtr Obs
FFV 0.89t 1258580 1572690 5.00 71
JLX 0.461 4467724 4419259 1.0C 71

Augmented DickeyFuller results (parametric)

Cross ID AR(1) Variance Lag Maxlac Obs
FFV 0.89€¢ 1268753 1 -- 70
JLX 0.471 4519831 1 -- 70

Pedroni Residual Cointegration Tests results inditaat 4 statistics rejected the null hypothesis
of no cointegration at the conventional size of 0.05, meaning cointegrating regressions would

result in longrun equillibrium relationships.
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Panel Cointegration (Pedroni Residual) Test for the combinedDFC and FLTC series

Pedroni Residual Cointegration Test
Series: LDFC FLTC

Date: 04/12/16 Time: 22:45

Sample: 172

Included observations: 144
Crosssections included: 2

Null Hypothesis: No cointegration
Trend assumption: No deteinistic trend
Userspecified lag length: 1

NeweyWest automatic bandwidth selection and Bartlett kernel

Alternative hypothesis: common AR coefs. (witldiimension)
Weighted
Statistic Prob. Statistic ~ Prob.

Panel vStatistic 0.665149 0.2530 0.005479 0.4978
Panel rheStatistic -7.921038 0.0000 -7.947623 0.0000
Panel PFStatistic -5.302679 0.0000 -5.239487 0.0000

Panel ADFStatistic -4.865236 0.0000 -5.038563 0.0000
Alternative hypothesis: individual AR coefs. (be®wndimension)
Statistic Prob.

Group rheStatistic -6.643452 0.0000
Group PPStatistic -5.869738 0.0000
Group ADFRStatistic  -4.994443  0.0000

Cross section specific results

Phillips-Peron results (neparametic)

Cross ID AR(1) Variance HAC Bandwidtf Obs

FFV 0.43¢ 26.9113 23.2848! 3.0C 71
JLX 0.421 64.9640¢ 55.8704. 4.0C 71
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Augmented DickeyFuller results (parametric)

Cross ID AR(1) Variance Lag Maxlag Obs
FFV 0.465 25.8255( 1 - 70
JLX 0.334 64.2114. 1 - 70

Pedroni Residual Cointegration Tests results indicate that 9 statistics rejected the null hypothesis
of no cointegration at the conventional size of 0.05, meaning cointegrating regressions would

result in longrun equilibrium relationships.
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